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Abstract	

Climate change can have various effects on agriculture, both positive and negative. It 
could result in increased agricultural yields and in the growing of certain crops in new 
regions. However, it could also lead to more droughts, and therefore increased crop 
stress. Climate change could also cause an increase in pesticide use, potentially due to 
poleward migration of new weed species, insect pests and diseases, and to the increased 
occurrence and abundance of already problematic species. With the likely increase in the 
frequency and intensity of rain events in several parts of Canada, it appears that pesticide 
losses in surface runoff could increase and could potentially pose a risk to water quality. 

The purpose of this project is to assess the impact of climate change on the contamination 
of water by agricultural pesticides for the period 1981-2040 for the following crops and 
pests: weeds in corn (Zea mays), soybean (Glycine max) and wheat (Triticum aestivum), 
and three insects (plum curculio (Conotrachelus nenuphar), apple maggot (Rhagoletis 
pomonella) and codling moth (Cydia pomonella)) and two diseases (fire blight (Erwinia 
amylovora) and apple scab (Venturia inaequalis)) in apple (Malus pumila). Data from 
23 climate simulations were used on 28 sites in Quebec (fields or orchards), and the 
impact of climate on crops and their pests was assessed using bioclimatic models of the 
Computer Centre for Agricultural Pest Forecasting (CIPRA) software developed by 
Agriculture and Agri-Food Canada (AAFC). A total of 21 active ingredients were 
examined. Pesticide transport in soil and surface runoff was simulated using the Pesticide 
Root Zone Model (PRZM), version 3.12.3. A stochastic approach was used to take 
account of the uncertainty associated with the parameters of the transport model. The 
assessment was performed for certain pests only, since interactions with climate and 
crops are specific to each pest. To our knowledge, this project is the first Canadian case 
study to assess the impact of climate change on both pesticide application and pesticide 
losses in surface runoff. The method developed takes account of all sources of 
uncertainty and can be adapted to other crops and pests. This project is part of a broader 
objective to ensure the environmental sustainability of agricultural activities. 

The results showed that climate change had a significant impact on pesticide application 
dates, which would be advanced an average of approximately three days for early-season 
pesticide applications and approximately eight days for applications later in the season in 
the periods 1981-2010 and 2011-2040. However, the impact of climate change on 
pesticide losses in surface runoff is less clear. The largest increase in losses was 
simulated for active ingredients used for the control of apple scab (average of 10% over a 
30-year period), but this increase is not statistically significant. The main reason for this 
small impact is the uncertainty associated with changes in intense rainfall events. The 
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results showed that the bulk of the total pesticide load transported over 60 years resulted 
from only a few intense rainfall events that had occurred shortly after application. Natural 
variability in maximum daily rainfall during the pesticide application window is large. 
Although most of the climate simulations used show an upward trend in maximum daily 
rainfall during the application window, there is a considerable number of downward 
trends, and a small proportion of the upward trends is statistically significant. 

Although the results obtained are specific to the crops, pests, regions and period (1981-
2040) studied, a number of general conclusions can be drawn from the project. The 
results confirm that rainfall intensity following a pesticide application and the interval 
between a pesticide application and a rainfall event have a major impact on the extent of 
pesticide losses in surface runoff. This is the case at all sites and for all crop/pest 
combinations studied. The interval between application and rainfall is particularly 
important for active ingredients that degrade quickly. The availability of decision support 
tools for producers, such as weather forecasting models coupled with bioclimatic models, 
may be a good way to limit losses. Where possible, preference should be given to the use 
of less persistent, less mobile, less toxic active ingredients that can be incorporated 
directly into the soil. The use of management practices that reduce surface runoff and 
erosion should also be considered. However, although practices such as reduced tillage 
and no till can reduce runoff, they do not necessarily have any benefits in terms of 
pesticide losses, as they require a larger number of pesticide applications. In fact, the 
impact of these measures could vary from field to field. More detailed field studies 
should be done to obtain a better assessment of the impact of such practices. 

The above observations are valid, regardless of whether or not they are made in the 
context of climate change. The implementation of the suggested measures depends on the 
tools available to producers (e.g., active ingredients, predictive models, resource persons) 
and on whether the tools are economically viable for producers. 
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1	Background	

Decisions associated with agricultural practices are heavily based on climate conditions, 
local and international market demand (i.e., the economy), government policies and 
programs. These considerations affect the choice of cultivars, planting and harvesting 
dates and determine the presence or absence of certain crop pests, which guides the need 
for pesticide applications. 

There is now consensus in the scientific community that humans have had a major impact 
on the recent increases in temperature, which is caused by an increase in greenhouse gas 
(GHG) emissions (Intergovernmental Panel on Climate Change – IPCC, 2013). With 
respect to future conditions, although it is already accepted that the average global 
temperature will continue to rise even under optimistic scenarios (IPCC, 2013), it is 
difficult to determine the impact of climate change, since it depends on the policy and 
economic decisions that are made in the coming years, which may vary from region to 
region. 

In light of the changing climate, agricultural practices may have to be adapted. 
Otherwise, their sustainability could be compromised. Climate change can have various 
effects on agricultural practices. While higher temperatures should produce better 
growing conditions in temperate regions, resulting in increased productivity for current 
crops and possibly the introduction of new crops, they could also benefit crop pests 
(Hakala et al., 2011). The current report focuses on the prediction of climate change 
impacts on pesticide contamination of runoff water. The contamination of runoff water 
depends on: (i) pesticide use (choice of product, quantity, application frequency) and 
(ii) pesticide transport and fate in plant cover, soil and water. These two factors are 
heavily dependent on climate, but also on the interval between pesticide applications and 
rainfall, the leaf area index of plant cover, soil properties, the slope of the land and the 
mobility and persistence of the pesticide. These factors involve many physical, chemical 
and biological processes with sometimes complex interactions. This means that the 
assessment of climate change impacts on pesticide contamination of runoff water requires 
the development of a robust method that takes various sources of uncertainty into 
account. 

The scientific literature contains very few studies that address both climate change 
impacts on crop pests and on the transport of pesticides to surface waters (e.g., Koleva 
and Schneider, 2010; Kattwinkel et al., 2011). To our knowledge, no case studies have 
been carried out in Quebec or elsewhere in Canada. 
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2	Objectives	

The general objective of the project is to predict the impact of climate change on changes 
in pesticide contamination of surface runoff for the period 1981-2040, for the following 
crops and pests: 

- Grain corn or silage corn (Zea mays), soybean (Glycine max) and wheat (Triticum 
aestivum): weeds; 

- Apple (Malus pumila): three insects (plum curculio (Conotrachelus nenuphar), apple 
maggot (Rhagoletis pomonella), codling moth (Cydia pomonella)) and two diseases (fire 
blight (Erwinia amylovora), apple scab (Venturia inaequalis)). 

The project has three specific objectives: 

(i) Develop a method for integrating interactions between climate, crop and pest 
phenology, pesticide applications and chemical and physical processes 
associated with the transport and fate of pesticides in runoff, as well as the 
various sources of uncertainty associated with each of these components. 

(ii) Objectively (statistically) estimate the impact of climate change on variations in 
pesticide contamination of surface runoff for the period 1981-2040, for crop-
pest combinations selected at the field or orchard scale. 

(iii) Objectively estimate the impact of adaptation measures aimed at mitigating 
pesticide contamination of surface runoff. 

In broader terms, the purpose of this project is to contribute to ensuring the sustainability 
of agricultural activities. 

The study focuses on just a few crops and pests, since each pest behaves differently 
relative to its host and to climate variations (Bloomfield et al., 2006). The crops and pests 
chosen are all currently found in Quebec agriculture, and their phenology is modelled by 
the Computer Centre for Agricultural Pest Forecasting (CIPRA) bioclimatic model 
(Plouffe et al., 2014), developed by Agriculture and Agri-Food Canada (AAFC). The 
method developed as part of the study can be used for other pests and crops. 

The predictive assessment of surface runoff contamination was conducted using the 
Pesticide Root Zone Model (PRZM) (Suarez, 2005), taking into consideration dissolved 
pesticides (directly in runoff) and adsorbed pesticides (on soil eroded by water). Previous 
efforts to simulate pesticide transport or to perform in situ quantification in agricultural 
fields have shown that groundwater contamination was negligible compared with surface 
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water contamination (Lafrance et al., 1997; Cessna et al., 2010; Gagnon et al., 2014). In 
theory, significant groundwater contamination could occur if preferential flow existed 
(Bloomfield et al., 2006). This type of flow is not included in all hydrologic models. It 
has been shown, however, that preferential flow could play a role in contaminant 
transport to subsurface drains (Poirier et al., 2012) and that its impact could be modified 
in a context of climate change (Bloomfield et al., 2006). That being said, groundwater 
contamination was not examined in this project. 

A stochastic approach was used to estimate the parameters of the PRZM model in order 
to account for the main sources of uncertainty. Given the uncertainty regarding changes 
in certain agricultural practices, specifically crop choice, cultivated areas, tillage and 
available active ingredients, changes in contamination beyond 2040 were not analyzed.  

The results obtained in this project represent in situ contamination (in the field) and not 
river contamination or watershed-scale contamination. These local estimates are 
important for assessing the impact on headwaters (Luo et al., 2011). All agricultural sites 
under study are located in Quebec, since the climate data available for the period 
analyzed (1981-2040) covered Quebec only. 
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3	Literature	review	

This literature review focuses on the impact of climate change on pesticide contamination 
of surface runoff. The impact of climate changes is presented in two parts: the impact on 
the crop pests considered, which will have a direct effect on changes in pesticide 
applications; and the impact on pesticide transport in surface runoff.  

3.1	Impact	of	climate	change	on	crop	pests	

Although the prevalence of most weeds, pests and diseases is expected to increase 
(Bloomfield et al., 2006; Hakala et al., 2011), the assessment of climate change impacts 
must be carried out for each specific crop pest. This assessment is difficult to conduct, 
particularly because pest-crop interactions are complex and it is difficult to determine 
how they will actually be influenced by climate change. 

3.1.1	Weeds	
The impact of climate change on weeds can be positive or negative, depending on the 
type of weed species (C3 or C4) and the weed-crop interaction (Stratonovitch et al., 2012). 
Invasive species that are tolerant of high temperatures may become even more harmful in 
the future (Tungate et al., 2007). A number of these species, which currently occur only 
in the warmest regions of North America, could migrate northward (Wolfe et al., 2008). 
In addition to increasing temperatures, climate change will have an impact on other 
variables that may have a determining effect on weed and crop growth. For example, 
increased hydric stress situations could reduce the presence of weeds, particularly C3 type 
(Stratonovitch et al., 2012). In addition, increased atmospheric CO2 concentrations will 
enhance the growth of C3 crops (e.g., wheat, soybean), but also of C3 weeds. Due to their 
genetic diversity, weeds could benefit more than crops from increasing atmospheric CO2 
(Wolfe et al., 2008). That being said, the net effect of increasing CO2 on yields depends 
on the weed-crop interaction and on future projections. For example, Stratonovitch et al. 
(2012) have shown that winter wheat benefited more than the weed species 
Alopecurus myosuroides according to projections of increasing temperature and CO2 
levels for the United Kingdom. Ziska (2010, 2013) has shown that soybean seed yield 
without weeds at ambient CO2 concentrations was comparable to the yield of soybean in 
competition with Cirsium arvense (Ziska, 2010) and Abutilon theophrasti (Ziska, 2013) 
at CO2 concentrations of 300 and 250 parts per million (ppm) above ambient conditions, 
respectively. However, CO2 concentration has no observable impact on soybean 
flowering date (Ziska, 2010, 2013). A C4 crop, such as corn, should benefit from 
increased temperatures, but not significantly from elevated atmospheric CO2 (Bootsma et 
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al., 2005). The competitive ability of corn as compared to C3 weeds should therefore 
decline (Diós et al., 2010).  

Increased atmospheric CO2 concentrations can lead to a loss of efficacy of glyphosate 
(N-(phosphonomethyl)glycine), a widely used non-selective herbicide applied primarily 
preplant to reduced-tillage fields or to transgenic crops that are tolerant to it (Bloomfield 
et al., 2006; Wolfe et al., 2008; Ziska, 2010). However, it is difficult to assess whether it 
will be necessary, in practice, to increase the number of herbicide applications to protect 
crop yields without a more comprehensive analysis incorporating field conditions, i.e., 
taking into account several weed species simultaneously, with different atmospheric CO2 
concentrations and humidity rates (Ziska, 2013). 

3.1.2	Insect	pests	
Insect pests are poikilothermic, which means their distribution, population density and 
number of generations per season is directly dependent on temperature (Rafoss and 
Saethre, 2003; Bloomfield et al., 2006; Hirschi et al., 2012; Gagnon et al., 2013). An 
increase in temperature should therefore increase the threat to crops. It should be noted, 
however, that this threat depends on synchronization between crop growth and pest 
development (Rafoss and Saethre, 2003; Luedeling et al., 2011; Gagnon et al., 2013). The 
impact of atmospheric CO2 concentrations and UV-B radiation on insect pests is 
considered negligible compared to the impact of temperature (Luedeling et al., 2011).  

With respect to the three insect species considered in this project, the studies presented in 
the scientific literature dealing with the impact of climate change focus primarily on the 
codling moth. On the basis of climate projections for the period 2045-2074, Hirschi et al. 
(2012) estimate that the development of a third generation will become normal for this 
species in some parts of Switzerland, where the current norm is two generations. Flight 
start would occur approximately two weeks earlier and subsequent development phases 
would advance by approximately three weeks (Hirschi et al., 2012). Luedeling et al. 
(2011) also obtain an increase of one generation from 1950 to 2070 based on the analysis 
of various weather scenarios in California. Analyses conducted on the basis of two 
weather simulations using the optimistic GHG emissions scenario A1B (Nakicenovic and 
Swart, 2000) show that a third generation could appear in Poland, where there are 
currently only two (Juszczak et al., 2013). The increase in the number of generations 
could be even higher if diapause, which depends on the number of hours of sunlight, but 
also on temperature (Stoeckli et al., 2012), occurs later. Although increased temperatures 
would be beneficial to codling moth development, it could also cause an increase in 
summer mortality. However, the possibility that codling moth could adapt to much higher 
temperatures has not been ruled out (Rafoss and Saethre, 2003; Hirschi et al., 2012). 
Chidawanyika and Terblanche (2011) have shown that the survival rate of this insect 
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increased if the rise in temperature towards a short-duration lethal temperature occurred 
more gradually.  

3.1.3	Diseases	
As is the case for weeds, the impact of climate change should vary from one disease to 
another (Jones and Barbetti, 2012). Generally speaking, increased CO2 is likely to be 
favourable to the development of pathogens (Gagnon et al., 2013). Infection prediction 
models taking into account temperature and duration of leaf wetness are a valuable tool 
for assessing the impact of climate change on diseases (Bourgeois et al., 2004). 

To estimate the impact of climate change on apple scab, Bourgeois et al. (2004) used the 
output of five global climate models. The climate data were corrected for biases using 
observed data from an experimental site at Saint-Jean-sur-Richelieu (Quebec), converted 
to an hourly time step. The data were then used as inputs for bioclimatic simulations with 
CIPRA. Comparisons between several future horizons and the reference period (1961-
1990) show that the first infections should occur earlier and that the last infections should 
occur at roughly the same time as is currently the case. The result is a moderate increase 
in the number of infections in the future. Although not addressed in their study, 
Bourgeois et al. (2004) mention that the characterization of the increase in winter 
temperature is essential for quantifying the impact of climate change on crops and crop 
pests. 

With respect to fire blight, Hirschi et al. (2012) used climate projection data for the 
period 2045-2074 as inputs to the Maryblyt bioclimatic forecasting model (Steiner, 1990; 
Steiner and Lightner, 1996; Duffy et al., 2008). Whereas increased temperature gave an 
increase in the number of generations for codling moth, the signal is not as clear for fire 
blight. In fact, given that the infection period will occur earlier in the spring in the future, 
the temperature during the infection period remains more or less the same as in the past. 
In addition, the duration of leaf wetness, estimated on the basis of the humidity rate and 
defining the infection periods, does not change significantly according to the projections 
used (Hirschi et al., 2012). 

3.2	Impact	of	climate	change	on	pesticide	transport	

The proportion of the total mass applied that is transported by surface runoff from the 
field to a stream is generally less than 1% (Wauchope, 1978; Bloomfield et al., 2006), but 
in some cases may be as high as 5% (Burgoa and Wauchope, 1995). In Europe, the 
average loss due to runoff is around 0.8% (Miao et al., 2004). A study conducted on 
farmland under the agricultural soil-climate conditions of Quebec (Lafrance et al., 1997) 
has shown runoff losses of the herbicides atrazine and metolachlor of between 0.03% and 
2.0% and between 0.02% and 2.6%, respectively, for the first two rainfalls following 
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application. By comparison, tile drainage losses under the same conditions were lower, at 
only 0.01%. In Quebec and for concentrations in surface water, sampling conducted by 
the Quebec Department of Sustainable Development, Environment and the Fight Against 
Climate Change (formerly the Department of Sustainable Development, Environment and 
Parks) in four rivers in areas of intensive corn and soybean production almost 
systematically revealed the presence of specific pesticides, sometimes at concentrations 
above the guidelines for the protection of aquatic life (chronic effect; Giroux and 
Pelletier, 2012). The analyses, conducted over a 20-year period, show a downward trend 
in the concentrations of several pesticides, but an upward trend for glyphosate 
concentrations, which should continue in the years ahead, given the increase in the 
production of glyphosate-tolerant genetically modified crops (Giroux and Pelletier, 
2012). 

Runoff losses occur during rainfall events and, to a lesser extent, during irrigation or 
snowmelt. Under future conditions, average summer surface runoff may increase if 
maximum daily summer precipitation increases, even if average summer precipitation 
decreases (Dayyani et al., 2012). Hunsche et al. (2007) have demonstrated the importance 
of rain volume and especially rain intensity. Their analyses on apple leaves show that for 
a given amount of rain following an application of mancozeb (ethylenebis(dithiocarbamic 
acid) manganese zinc complex), fungicide wash-off increased as a function of rain 
intensity. The relationship between the proportion of fungicide wash-off and rain 
intensity is approximately linear when rain intensity is low, and approximately 
logarithmic when rain intensity is higher (Hunsche et al., 2007). Wash-off is highest 
when the interval between application and rainfall is short (Lafrance et al., 1996; Barette, 
2006; Hunsche et al., 2007; Nolan et al., 2008). 

The large natural variability of extreme precipitation events makes it difficult to assess 
the impact of climate change on precipitation and extreme flows. For example, to 
estimate changes in peak summer streamflow, the impact of land changes obtained by 
Quilbé et al. (2008; extrapolation of land changes from 1976 to 1995 to the 2025 horizon) 
and by Poelmans et al. (2011; increase in urban area ranging from 30 to 55%) is more 
significant than the impact of climate change. Nonetheless, for southern Quebec, Mailhot 
et al. (2012) have shown that precipitation with 2-, 5-, 10- and 20-year return periods 
should increase, regardless of duration (6 to 120 hours) for the period 2041-2070 
compared to the period 1971-2000. They used 15 climate simulations, four of which 
covered the period 2041-2070, from the North American Regional Climate Change 
Assessment Program (NARCCAP; Mearns et al., 2007). The impact of climate change 
decreases with the duration of the event and uncertainty increases with the return period. 



8 

 

The Centre d’expertise hydrique du Québec (CEHQ, 2013) produced projections of flood 
and low flows for 40 watersheds in southern Quebec by coupling outputs from climate 
models with the HYDROTEL hydrologic model (Fortin et al., 2001a; Fortin et al., 2001b; 
Turcotte et al., 2003). To take into account the uncertainty of future climate, 89 climate 
simulations, from the Coupled Model Intercomparison Project Phase 3 (CMIP3; Meehl et 
al., 2007), the Canadian Regional Climate Model (CRCM; Caya and Laprise, 1999; de 
Elia and Côté, 2010; Paquin, 2010) and NARCCAP were used. A probable increase in 
maximum daily flows with 2-and 20-year recurrence intervals evaluated in summer and 
fall is predicted for the period 2041-2070 compared to the period 1971-2000 for the 
northern part of the region (Saguenay–Lac-Saint-Jean area). For southern Quebec, the 
variability is too high to conclude that there will be a change. 

Foulon (2013) analyzed summer maximum daily flow series from 1961 to 2100 produced 
by 10 simulations from the CRCM coupled with the HYDROTEL hydrologic model on 
two southern Quebec watersheds (Bécancour and Yamaska rivers). Upward trends were 
detected (i.e., maximum daily flow in summer should increase), but there was 
uncertainty; some simulations gave negative but statistically non-significant trends. 

Climate change can also have an impact on changes in available pesticide mass between 
application and transport by runoff. Higher temperatures could accelerate biodegradation 
(Bloomfield et al., 2006; Shymko et al., 2011; Balbus et al., 2013). The effect of this 
would be to reduce pesticide concentrations but, on the other hand, could lead to an 
increase in the number of applications (Bloomfield et al., 2006). It should be noted, 
however, that degradation is not necessarily promoted if temperatures are too high 
(Shymko et al., 2011). The increased temperatures could also result in increased losses by 
volatilization (Bloomfield et al., 2006; Balbus et al., 2013). 

In addition to temperature, soil moisture content has an impact on biodegradation. 
However, the function that could be used to precisely express the effect of temperature 
and soil moisture content on biodegradation is not known for all pesticides (Shymko et 
al., 2011).  

Drier periods would have the effect of increasing pesticide concentrations (Bloomfield et 
al., 2006). The CEHQ (2013) predicts generally longer and more severe low flow 
conditions (i.e., lower flows) during the period 2041-2070 compared to the period 1971-
2000 for all of southern Quebec. For the Yamaska and Bécancour rivers, Foulon (2013) 
obtained statistically significant reductions for the period 1961-2100 in summer low 
flows on 7 and 30 days for 8 of the 10 CRCM simulations used.  
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3.3	Summary	

The scientific literature reveals many possible interactions between species phenology 
(crops and pests), climate change and pesticides (application frequency, application rate, 
transport and fate). However, few of these interactions are currently well understood. The 
findings reported in the scientific literature are often specific to a particular crop, pest, 
region or active ingredient.  

The current state of knowledge has influenced the objective set for this project. Given the 
specific relationship for each crop/pest combination, the crops and their pests were 
chosen on the basis of the knowledge of their phenology. The decision to consider 
surface runoff only and to disregard groundwater flow was also based in part on previous 
studies (Lafrance et al., 1997; Cessna et al., 2010; Gagnon et al., 2014). 

The method used, which is described in detail in the following section, takes the impact 
of temperature on crop and pest phenology, the interaction between crop phenology and 
the timing of herbicide applications, and the interaction between temperature, rain, apple 
phenology and timing of fungicide and bactericide applications directly into account. To 
take the large variability in rainfall events and of the uncertainty about future climate 
conditions into account, 23 climate simulations were used. Potential interactions between 
climate (temperature, CO2) and certain important factors, such as the pesticide 
application rate and the soil pesticide degradation rate, could not be taken into account 
because they are difficult to quantify. 
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4	Method	and	data	

The assessment of changes in pesticide contamination of surface runoff includes several 
sources of uncertainty, including future climate, on-farm decisions and the many natural 
processes governing pesticide transport in water. When uncertainty is high, a 
probabilistic approach must be adopted to help policymakers determine whether 
adaptation measures are necessary (Quilbé et al., 2008).  

In this project, a deterministic model of pesticide transport was coupled with a stochastic 
model. The stochastic model generates different pesticide application scenarios and 
different perimeter values for the deterministic model. For each case studied, multiple 
time series were generated, leading to a range of values for a variable of interest. This 
approach, known as the Monte Carlo method, is increasingly used to simulate pesticide 
transport (e.g., Carbone et al., 2002; Warren-Hicks et al., 2002; Dubus and Janssen, 2003; 
Holt et al., 2010; Kondo et al., 2012; Wu and Liu, 2014). 

This section provides a detailed description of the method applied in this project, namely 
the climate simulations used, the agricultural practice scenarios selected (including 
phytosanitary treatments), the study sites, the transport model used, the stochastic model 
developed and the relevant variables selected. 

4.1	Climate	simulations	

Precipitation and minimum and maximum daily temperatures used in this project come 
from 23 climate simulations (Table 1). The data were provided by the Consortium 
Ouranos. The simulations come from three global climate models and three different 
GHG emissions scenarios. The GHG emissions scenarios are projections of future 
emissions based on technological changes in industry and policy and economic decisions 
since 2000 (Nakicenovic and Swart, 2000). Of the three scenarios used, A2 is the most 
pessimistic (i.e., higher rate of warming in 2100) and B1 is the most optimistic. For the 
period prior to 2000, GHG concentrations correspond to the observed concentrations; 
they are thus identical for all climate simulations. For each GHG emissions scenario, five 
ensemble members of the third-generation Canadian coupled global climate model 
(CGCM3; Flato et al., 2000; Scinocca et al., 2008) are used. The difference between the 
members of a given model is related to the initial atmospheric conditions. The other 
global models used are the German model ECHAM version 5 (Junglaus et al., 2006) and 
the Australian model Mk version 3.5 (Gordon et al., 2002, 2010).  
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Table 1. Global climate model, regional climate model, scaling method and GHG emissions scenarios 
(Nakicenovic and Swart, 2000) for the 23 simulations used. 

Four simulations are generated by CRCM version 4.2 (Caya and Laprise, 1999; Paquin, 
2010). In contrast to global climate models that simulate climate for the entire world, 
CRCM, like all regional models, simulates climate over a domain. For the four 
simulations used, this domain is centered on North America. This allows CRCM to have 
a finer horizontal grid resolution (approximately 45 km) than the global models 
(typically > 100 km). However, regional models need external data defining the 
conditions at the boundary of the simulation domain. For the four CRCM simulations 
used, the boundary conditions come from simulations from the AGCM and ECHAM 
global models (Table 1). 

Global Climate 
Model 

Regional Climate 
Model  

Scaling GHG Scenarios 

AGCM3
1
 No. 4 CRCM version 4.2 

(Caya and Laprise, 
1999; Paquin, 2010); 

North American 
domain (AMNO) 

Daily translation 
(Mpelasoka and Chiew, 

2009) 

A2 
AGCM3 No. 5 A2 

ECHAM5
2
 No. 1 A2 

ECHAM5 No. 3 A2 

AGCM3 No. 1 

- 

A1B 
AGCM3 No. 2 A1B 
AGCM3 No. 3 A1B 
AGCM3 No. 4 A1B 
AGCM3 No. 5 A1B 
AGCM3 No. 1 A2 
AGCM3 No. 2 A2 
AGCM3 No. 3 A2 
AGCM3 No. 4 A2 
AGCM3 No. 5 A2 
AGCM3 No. 1 B1 
AGCM3 No. 2 B1 
AGCM3 No. 3 B1 
AGCM3 No. 4 B1 
AGCM3 No. 5 B1 

Mk3.5
3
 No. 1 A1B 

Mk3.5 No. 1 A2 
Mk3.5 No. 1 B1 

ECHAM5 No. 4  A1B 
1AGCM3 (Flato et al., 2000; Scinocca et al., 2008) 
2ECHAM5 (Jungclaus et al., 2006) 
3Mk3.5 (Gordon et al., 2002, 2010) 
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All simulations cover the period 1961-2100, but only the 1981-2040 period is used for 
the project. As mentioned in Section 2, given that phytosanitary practices evolve quickly, 
it was decided to forecast no more than 30 years into the future. Over the period 2001-
2040, scenarios A1B and A2 are very similar; CO2-equivalent GHG emissions in 
scenario A1B are even slightly higher than those in scenario A2 for the period 2001-2020 
(IPCC, 2007). 

The raw output of the climate models, which cover several tens or even hundreds of 
kilometres, do not provide a fine-scale representation of climate variations. In order to 
better represent climate at the farm scale, the daily translation scaling method was applied 
(Mpelasoka and Chiew, 2009): let X be a given simulated raw value (precipitation or 
temperature) and p be the proportion of all simulated raw values at that time of the year 
(+/- 15 Julian days) during the reference period (1961-2000) that are less than or equal to 
X. The corrected simulated value is the p-fractile of the distribution of the observed 
values at that time of the year during the reference period. For a given site, the 
meteorological values observed come from the closest point of Natural Resources 
Canada’s 0.1°C x 0.1°C resolution meteorological grid (Hutchinson et al., 2009; 
Hopkinson et al., 2011). Scaling was performed by Blaise Gauvin St-Denis (Consortium 
Ouranos). 

4.2	Scenarios	of	agricultural	practices	

This subsection describes the agricultural practices considered, i.e., planting, harvest and 
tillage scenarios and pesticide application scenarios, as well as the adaptation measures 
considered. In order to effectively characterize the impact of climate, all agricultural 
practices at a given site remained unchanged during the entire 1981-2040 period. Only 
practices directly related to climate could change over time. 

4.2.1	Planting,	harvest	and	tillage	scenarios	
Table 2 illustrates the criteria used to define the planting, harvest and tillage dates in each 
season for each crop. These dates are dependent on climate and vary from year to year. 
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Table 2. Planting, emergence, maturity, harvest and tillage for the four crops considered over a given year 

Crop 
Start of growing season 

(SGS; Julian days) 

Start of 
calculation 
of degree 
days (DD; 

Julian 
days)a 

Emergence Maturity 

Harvest 
date 

(Julian 
days) 

End of growing season 
(EGS; Julian days) 

Tillage 
date 

(Julian 
days) 

Wheat  b
4

C5,55min
*




j
jj

TMMP  

SGSd to 
(SGS+7) 

178 DD0e 1942 DJ0 
(EGSf-14) 

to EGS 

 C5,55max
4*




j
jj

TMMP  
Harvest 
date + 1 

Soybean 62 DD10 1216 DJ10 

Corn  c
4

C8,125min
*




j
jj

TMM 62 DD10 1942 DJ10  C2minmin
213




j
j

T
g 

Appleh 60 79 DD5 1500 DJ5 260 to 274 - - 
a For wheat, soybean and corn, the start of the calculation of degree days (DD) corresponds to the planting date. 

b

16

464
5 1234 jjjjj

j

TmoyTmoyTmoyTmoyTmoy
TMMP


 

(Atlas agroclimatique du Québec, 2012), j* = Julian day of last spring frost, 

Tmoyj = average temperature on day j. 

c 

5
5 1234 jjjjj

j

TmoyTmoyTmoyTmoyTmoy
TMM


 

(Atlas agroclimatique du Québec, 2012), j* = Julian day of last spring frost. 

d SGS = start of growing season.  
e DDx = degree days (base x °C) calculated using the single sine method (Baskerville and Emin, 1969).  
f EGS = end of growing season.  
g Tminj = minimum temperature on day j.  
h The values for apple correspond to the phenology of the McIntosh variety. 
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For wheat, soybean and corn, it was assumed that the producer would plant shortly after the start 
of the growing season (SGS) in order to maximize yield. The SGS was calculated using the 
method suggested in Atlas agroclimatique du Québec (2012). Accumulated degree days required 
for crop emergence and maturation, with the exception of apple maturation, come from the 
CIPRA software, which was developed by AAFC’s Horticulture Research and Development 
Centre in Saint-Jean-sur-Richelieu. For wheat, corn and soybean, the tillage date was defined as 
the day following harvest. The exact date of tillage does not have a significant impact on 
pesticide transport, since herbicides are applied early in the season for these crops (see 
Section 4.2.2 for details). For apple, the start of the growing season was defined as March 1, and 
emergence corresponds to budbreak, as modelled in CIPRA for McIntosh (Malus pumila 
McIntosh). The harvest date was set as the end of September (between September 17 and 
October 1), regardless of climate conditions. 

4.2.2	Pesticide	application	scenarios	
Table 3 presents the herbicides considered, their application rate and their application window 
for wheat, corn and soybean. Each active ingredient was analyzed independently. The 
International Union of Pure and Applied Chemistry (IUPAC) name and chemical properties of 
each active ingredient are indicated in Appendix A. It was assumed that a single herbicide 
application per season was required. The herbicides selected are some of the most commonly 
used products in Quebec for these crops (Danielle Bernier, Quebec Department of Agriculture, 
Fisheries and Food, MAPAQ, pers. comm.). The application rates and phenological stages used 
to determine the application windows were established on the basis of information available on 
the SAgE pesticides website (2014; http://www.sagepesticides.qc.ca), set up by the Centre de 
référence en agriculture et agroalimentaire du Québec (CRAAQ). Some active ingredients have 
large ranges of application rates; the maximum application rate can be three times the minimum 
rate and even larger in the case of dicamba (Table 3). The application ranges were determined in 
order to cover all possible situations for a given crop. The degree days required to achieve the 
phonological stages were determined on the basis of the CIPRA models. The days with rain 
exceeding 1 mm were not included in the application window.  

Table 4 presents the insecticides selected for apple, which are among the most commonly used 
products in Quebec to control the three insect pests considered in this project. The application 
rates and minimum preharvest intervals were obtained from SAgE pesticides (2014). The 
application windows were determined on the basis of information contained in the CIPRA user’s 
guide. The first application is carried out at fruit set to protect against plum curculio. The second 
and third applications are designed to control the first and second generations of codling moth, 
respectively. The third application also controls apple maggot. In contrast to other studies 
conducted in warmer regions and for longer time horizons (Luedeling et al., 2011; Hirschi et al., 
2012; Juszczak et al., 2013), a third generation of codling moth was not considered in this 
project. As in the case of the herbicides, the days with more than 1 mm of rain were excluded 
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from the insecticide application window. Since the first application has only a 1-day application 
window, the application was done the day before or the day after if the amount of rain during the 
planned application day exceeded 1 mm. 

Table 3. Herbicides considered and their application window 

Crop Active ingredient 
Application 
rate (kg/ha) 

Application window (degree 
days after plantinga) 

Wheat 

Bromoxynil 0.17 

178-758 DD0c 
Fenoxaprop-p-ethyl 0.03-0.09 

Pyrasulfotole 0.03-0.09 
Thifensulfuron-methyl 0.01 

Tribenuron-methyl 0.005 

Corn 

Atrazine 0.53-1.49 1-61 DD10c 
Dicamba 0.29-1.14 1-182 DD10 

Glyphosateb 0.9-1.8 62-220 DD10c 
Mesotrione 0.14 1-61 DD10c 

S-metolachlor 0.6-1.6 1-182 DD10 

Soybean 

Bentazon 0.84-1.08 149-457 DD10c 
Glyphosateb 0.9-2.52 149-457 DD10c 
Imazethapyr 0.075-0.1 62 DD10 – 100 days to harvest 

Quizalofop-p-ethyl 0.06 149-457 DD10c 
Thifensulfuron-methyl 4.13-6.0 149-457 DD10c 

aThe planting dates are defined in Table 2.  
bOnly for genetically modified glyphosate-resistant varieties. 
cScenario used for the assessment of influent climate variables (Section 4.6.2). DDx = degree days (base x °C) 

calculated using the single sine method (Baskerville and Emin, 1969). 

 
Table 4. Insecticides considered and their application windows (apple only) 

Active 
ingredient 

Application
rate 

(kg/ha) 

Preharvest 
interval 

Application 
1 (degree 

days)* 

Application 2 
(degree days)* 

Application 3 
(degree 
days)* 

Acetamiprid 0.08-0.17 7 d 

371 DD5 273-374 DD10 
793-865 
DD10 

Phosmet 1.88 14 d 
Spinetoram 0.11 7 d 
Thiacloprid 0.14-0.21 30 d 

* The date of the start of calculation of degree days is defined in Table 2. DDx = degree days (base x °C) calculated 
using the single sine method (Baskerville and Emin, 1969). 

The timing of fungicide and bactericide applications is more complex, as it depends on the 
phenological stages of apple, temperature and moisture (rain, dew). To control type I scab 
infections, it was assumed that the producer would apply a fungicide if the following four 
conditions were met: (i) it is the ascospore release period; (ii) the last treatment is no longer 
effective; (iii) the number of hours of leaf wetness is sufficient; and (iv) at least two days have 
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passed since the last treatment. The ascospore release period occurs when there are between 50 
and 400 accumulated degree days (base 5 °C) (calculated using the standard method) since 
April 1 (Carisse and Jobin, 2006). The last treatment was assumed to be no longer effective if at 
least one of the following three conditions were met: five or more new leaves have grown since 
the last treatment (see Appendix B); at least 25 mm of rain is expected in the period between two 
days after the last application and the day after the planned application date; or more than 
10 days have passed since the last treatment. The conditions determining whether the number of 
hours of leaf wetness is sufficient were established by Carisse and Jobin (2006) and are 
presented in Appendix B. 

This scenario contains a few arbitrary elements (e.g., number of leaves grown, minimum interval 
between two applications, accumulated rainfall threshold value) that could vary from one 
producer to another. However, the scenario established is realistic and could be applied by the 
producer (Roland Joannin, Agropomme, pers. comm.). It was assumed that the producer had 
effectively controlled the apple scab and, as a result, did not have to apply additional pesticides 
to control type II infections that could occur in the summer. 

Three active ingredients were considered (Table 5). In order to better isolate the impact of the 
active ingredient, all applications in a given year were done with the same active ingredient. The 
application rates used come from information taken from SAgE pesticides (2014). 

Table 5. Fungicides considered for control apple scab 

Active 
ingredient  

Application rates 
1 and 2 (kg/ha)

Application rate 3 + 
(kg/ha)

Captan 3.0 1.5 
Mancozeb 4.5 3.75 
Metiram 4.8 1.13 

 
The bactericides used for the control of fire blight are applied between the pink bud and petal fall 
stages (van der Zwet et al., 1990), i.e., between 197 and 313 degree days (base 5 °C) calculated 
using the single sine method, in accordance with the CIPRA user’s guide. The start date for the 
accumulation of degree days is provided in Table 2. An application is made if the accumulated 
“risk value” of the previous four days, calculated using the CougarBlight 2010 fire blight 
prediction model (Smith, 2010), exceeds 100 (see Appendix C). There is a maximum of one 
application every four days and three applications per year. Smith (2010) also suggests that the 
leaves must be wet for at least three hours before an application is required. According to the 
model estimating the number of hours of leaf wetness developed for apple scab (Appendix B), 
this condition is almost always met and was not considered here. Streptomycin sulfate is the only 
active ingredient considered to control fire blight and is applied at a rate of 1.36 kg/ha, as 
suggested in SAgE pesticides (2014). 
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All simulated pesticide applications were spray applications. Although the application methods 
are not the same from crop to crop, the transport model considers all applications in the same 
way. It considers interception of the active ingredient to be proportional to plant cover, with the 
remaining active ingredient found at the soil surface, where it can infiltrate the first few 
centimetres of the soil (more details in Section 4.4). 

The simulations are performed separately for each active ingredient in order to be able to isolate 
the impact of each one. Each 60-year time series is simulated assuming a single active ingredient 
is used. In practice, producers use different active ingredients from one application to the next in 
order to limit the development of resistance; they can also apply a combination of several active 
ingredients in a single application. Simulations taking these practices into account would have 
made it possible to assess the impact of climate change for real application scenarios, but the 
impact of each active ingredient would have been obscured.  

4.2.3	Adaptation	measures	
Adaptation measures that could potentially reduce the quantity of pesticides transported were 
simulated. These measures may or may not be tied to climate. They serve to assess the impact of 
climate change relative to measures that may be taken in the field. It is important to note, 
however, that since the simulations produce in situ estimates, without taking account of transport 
to larger-scale environmental systems (e.g., subwatersheds, streams), adaptation measures tied to 
land use practices adjacent to cultivated fields, such as stream buffers (Rousseau et al., 2012; 
Sabbagh et al., 2013) and constructed wetlands (Lizotte et al., 2012), were not considered. The 
impacts of interannual measures designed to reduce pest abundance, such as crop rotation 
(Gagnon et al., 2013) and burning of apple leaves in the fall (Carisse and Jobin, 2006), could not 
be simulated as they are difficult to quantify. 

Table 6. Simulated adaptation measures 

Adaptation 
measure 

Initial practice 
Practice after 

adaptation 
Cases 

considered 
No application the 

day before rain 
Application if 
P(d) < 1 mm 

Application if P(d) 
and P(d+1) < 1 mm 

Phosmet 
application 

Variation of the rain 
threshold 

Application if  
P(d) < 1 mm 

Application if 
P(d) < x mm  
(x = 0.1 or 5) 

Phosmet 
application 

Reduced till 
Conventional fall 

tillage 

Reduced till in the 
fall, pre-seed 

glyphosate application 

Glyphosate-
resistant corn 

No till 
Conventional fall 

tillage 

No till in the fall, pre-
seed glyphosate 

application 

Glyphosate-
resistant corn 

Soil incorporation 
Pre-emergent spray 

application 
Pre-emergent soil 

incorporation 
Atrazine 

application 
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Table 6 presents the adaptation measures considered. To limit the run time, only certain specific 
cases were considered for each measure. 

4.3	Study	sites	

Figure 1 presents the location of the 28 study sites. The sites are actual fields selected from the 
Generalized Crop Database of Financière agricole du Québec (FADQ). For each site, the plant 
selected, or one of the crops selected, was actually grown in 2012. Close to half of the sites are 
located in the southern St. Lawrence valley, around Montreal, but other sites cover the more 
northern part of the St. Lawrence valley, as far as Québec City, as well as Estrie, Beauce, Lac-
Saint-Jean and Charlevoix-Ouest. The geographic distribution of the sites was chosen to cover a 
large part of the climate conditions and soil types present in Quebec’s agricultural areas. The soil 
type at each site was determined on the basis of soil fact sheets developed by the IRDA (2013). 
The properties for each soil type were taken from the National Soil Database developed by 
AAFC’s Canadian Soil Information Service (2010). The digital elevation data used in the 
calculation of slopes come from Natural Resources Canada (2000). The main characteristics of 
each site are presented in Appendix D. Given the area of the sites (< 40 ha), daily temperature 
and precipitation are considered homogeneous, and a single point of Natural Resources Canada’s 
grid (Hutchinson et al., 2009; Hopkinson et al., 2011) is used for each site to represent local 
climate (Section 4.1). 

4.4	Model	of	pesticide	transport	in	water	

The Pesticide Root Zone Model (PRZM) version 3.12.3 is used (Suarez, 2005). This model was 
developed by the U.S. Environmental Protection Agency (USEPA) and is available free of 
charge at http://www2.epa.gov/exposure-assessment-models/przm-version-index. This model has 
been extensively used, and a number of studies have shown that it produces acceptable results 
(e.g., Carbone et al., 2002; Singh et Jones, 2002; Warren-Hicks et al., 2002; Farenhorst et al., 
2009) while requiring a relatively short run time (McQueen et al., 2007). 

PRZM is a one-dimensional model that simulates, at a daily time step, pesticide transport 
through a vertical soil column and generates edge-of-field pesticide concentration and load 
values. Its inputs include meteorological data (precipitation, temperature, evapotranspiration), 
soil properties (Appendix D), characteristics of pesticide applications (e.g., dates, products used, 
rate, method) and information on agricultural practices (e.g., tillage, irrigation). This model has 
two main components: a hydrological component and a chemical transport component. The most 
important hydrological processes for this project are surface runoff and water erosion. Surface 
runoff is calculated using the curve number, an empirical parameter developed by the U.S 
Department of Agriculture (USDA, 2004) that is often used in hydrology. Erosion can be 
calculated using one of three equations (Suarez, 2005), all of which are based on the often used 
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Universal Soil Loss Equation (USLE), also developed by the USDA. The most important 
chemical transport parameters are the soil/water distribution coefficient (Kd), which is the 
product of the water/organic carbon partitioning coefficient of the pesticide (Koc) and the soil 
organic carbon fraction, and the daily degradation rate, which is determined using the half-life of 
the pesticide (Dubus and Janssen, 2003). The most important PRZM parameters for the project 
are presented in Appendix E. For a detailed description of the PRZM model, readers may refer to 
Suarez (2005). 

 

 
Figure 1. Study sites. 
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4.5	Stochastic	model	

In modelling, uncertainty is due to the imprecision and representativeness of the input data and 
by the representation of complex natural processes by simplified equations. In addition, the 
significant spatio-temporal variability of the values of the model parameters imposes a 
significant degree of uncertainty when field conditions are considered. In order to take account 
of the impact of these sources of uncertainty on the parameter values, parameters were selected 
using the Monte Carlo method (e.g., Warren-Hicks et al., 2002). For certain selected parameters 
of the PRZM model, a statistical distribution was specified (Appendix E). For a given parameter, 
the mean and standard deviation could vary from one site and one crop to another, but the shape 
of the distribution always remains the same. The mean and standard deviation of a parameter was 
adjusted on the basis of the set of values suggested in the PRZM user’s manual (Suarez, 2005) 
and, in some cases, the variability observed between the soil layers based on AAFC soil data 
(2010).  

For each of the 22 parameters selected, 100 pseudo-random values were uniformly generated in 
the interval (0, 1), resulting in a matrix of 100 x 22 pseudo-random values (Appendix F). In the 
remainder of the report, the set of values formed by the ith random value of all PRZM parameters 
considered (i.e., the ith line of the matrix) will be called ith realization (i = {1, …, 100}). For 
each site/climate simulation/crop/active ingredient combination, 100 sixty-year series (1981-
2040) were generated using the 100 realizations. The value of the parameter j generated in the ith 
realization is the f-fractile of the statistical distribution of the parameter (Appendix E), where f is 
the element (i,j) of the pseudo-random matrix (Appendix F). With the stochastic approach, it is 
possible to generate an interval of probable results of pesticide runoff loads rather than a single 
value and to better assess the impact of the parameters on the results. It should be noted that 
fixed values (i.e., invariant from one series to another) were used for the properties of the active 
ingredients (Appendix A). The impact of the values of these properties on the results was 
evaluated by comparing the results of different active ingredients. 

4.6	Relevant	variables	used	

The selection of response variables and possibly influent climate variables is presented in this 
section. There are other influent variables unrelated to climate, but given that the project deals 
with climate change impacts, only some of these variables were analyzed in the assessment of 
the impact of adaptation measures. 

4.6.1	Response	variables	
The main response variable used is the load transported in runoff, which represents the mass of 
pesticides per unit area that may be transported off the field and contaminate the environment. 
This indicator is presented in grams per hectare (g/ha). 
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The analyses were conducted separately for pesticides dissolved in water and pesticides adsorbed 
to soil that are transported by eroded soil in runoff water. For most active ingredients, which are 
generally highly soluble in water, it is expected that the runoff loads transported in dissolved 
form are significantly larger than those in adsorbed form (Bloomfield et al., 2006; Cessna et al., 
2010; Gagnon et al., 2014). The annual daily maximum values and annual means were analyzed.  

The impacts of climate change were assessed by analyzing the 60-year trend and comparing the 
30-year means (1981-2010 and 2011-2040). Trend analysis was conducted using the 
Mann-Kendall non-parametric test (Mann, 1945; Kendall, 1970), whereby the sign of the slope 
(positive, negative or, in rare cases, zero) is obtained and a threshold is observed, which 
represents the probability of obtaining as strong a trend, assuming that the data come from a 
stationary distribution. A trend is usually considered significant if the observed threshold is less 
than 5%. This non-parametric test does not require that the data fit a normal distribution, or even 
that variance be constant in time. The 30-year means are used to illustrate differences between 
the past and future, in absolute terms.  

The simulated loads are also expressed as a proportion of the mass of pesticide applied per unit 
area. The proportion transported in runoff water is a measure of the loss of treatment 
effectiveness associated with surface runoff. 

The annual mean concentrations and annual daily maximum concentrations by active ingredient 
are also presented. Pesticide concentration in runoff water is used to assess risks to the protection 
of certain agricultural activities (e.g., irrigation, livestock watering). This indicator is expressed 
in micrograms per litre (µg/L). Since the transport model used is a one-dimensional simulation 
(i.e., a soil column) model, the concentrations obtained are applicable to the farm scale, and are 
not comparable to lake or river concentrations. The concentrations presented in this report must 
not be used to assess the risk of contamination of aquatic organisms or drinking water.  

4.6.2	Influent	climate	variables	
The impact of climate on pesticide loads transported in runoff water is primarily due to the 
application dates and rainfall amounts in the days following application. 

For herbicides and insecticides, the application dates primarily depend on temperature, as a 
function of accumulated degree days, and rainfall amounts, since according to the scenarios 
considered for herbicides and insecticides, applications are not permitted if there is over 1 mm of 
rain in a given day (Section 4.2.2). The change in the application window start and end dates was 
analyzed. The accumulated degree days defining the herbicide application windows are 
presented in Table 3 (Section 4.2.2). For corn, the window for atrazine and mesotrione (1 to 
61 degree days (base 10 °C), pre-emergent) and the window for glyphosate (62 to 220 degree 
days (base 10 °C), post-emergent) were used. For soybean, the window covers 149 to 457 degree 
days (base 10 °C) accumulated since planting (window of all of the active ingredients used, 
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except imazethapyr). The windows for the three insecticide applications for apple are presented 
in Table 4 (Section 4.2.2). The change in the number of days in the application window that 
received less than 1 mm of rain was analyzed. For all of these variables, the analysis covers only 
differences over 30 years. The dataset consisting of the 60 annual values contains too many equal 
values, which prevents trend analysis using the Mann-Kendall test. 

The fungicide and bactericide application dates also depend on accumulated degree days, but 
primarily on moisture conditions and accumulated rainfall. For the two apple diseases used, the 
change in the number of applications was analyzed. Given the large number of equal values in 
the dataset consisting of the 60 annual values, the analysis covers only differences over 30 years. 

The amount of rain following application is a determining factor in pesticide transport. The 
variables used are maximum daily rainfall and accumulated total rainfall during the application 
window. For these two variables, the Mann-Kendall test can be used to evaluate the trend over 
60 years. The differences over 30 years were also analyzed. Given that the application windows 
are relatively short, the number of days with significant precipitation (e.g., rainfall > 25 mm) is 
very limited and was not analyzed. 
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5	Results	

5.1	Changes	in	climate	variables		

In this section, the impact of climate change during the period 1981-2040 is assessed for climate 
variables that are likely to have an impact on pesticide transport in runoff water at the study sites 
(Section 4.6.2). 

5.1.1	Herbicide	and	insecticide	application	dates	
For each site/crop/climate simulation combination, there are 60 years, each with one herbicide 
application window (wheat, corn pre-emergent, corn post-emergent and soybean) or three 
insecticide application windows (apple). In total, this represents 230 series (10 sites x 23 climate 
simulations) for wheat, corn (pre-emergent and post-emergent) and soybean, and 207 series 
(9 sites x 23 climate simulations) for apple. Given that the application windows depend on the 
planting dates and because these dates vary only slightly from one realization to another (Table 
2, Section 4.2.1), only the median window of the 100 realizations was used for each 
site/crop/climate simulation combination. The difference over 30 years was calculated for each 
series for each of the following variables: start date of window, end date of window and duration 
of window (excluding days with over 1 mm of rain). 

Figure 2 presents box plots illustrating the changes in average herbicide application dates for 
wheat, corn (pre-emergent and post-emergent) and soybean between the periods 1981-2010 and 
2011-2040, as well as variability between sites (Figure 2a) and between climate simulations 
(Figure 2b). The criteria defining the herbicide application windows are presented in Table 3 
(Section 4.2.2). The average decrease over 30 years ranges from 2 to 6 days for all sites and for 
the three crops (Figure 2a). The differences are slightly larger for the window end dates than for 
the window start dates. The variability between climate simulations (Figure 2b) is larger than the 
variability between sites (Figure 2a). There are even 12 cases, out of a total of 184 (23 climate 
simulations x 8 variables), for which the mean differences over 30 years are positive (i.e., later 
application dates in the future). Six of these cases come from member 2 of CGCM3, simulated 
using GHG emissions scenario A2, while two cases come from the same member, simulated 
using scenario B1. The other four cases come from member 5 of CGCM3, simulated using GHG 
emissions scenario B1. It should be noted that for the window end date for soybean, which is the 
latest date considered in this project for herbicide applications, all climate simulations show 
decreases over 30 years. 
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Figure 2. Box plots of the mean differences between the periods 1981-2010 and 2011-2040 for the herbicide 
application window start and end dates. Each plot is constructed using: (a) 10 data points, namely the median 
of the mean differences of the 23 climate simulations for each of the 10 sites (variability between sites); 
(b) 23 data points, namely the median of the mean differences of the 10 sites for each of the 23 climate 
simulations (variability between climate simulations). Pre = pre-emergent; post = post-emergent. 

For the insecticides used on apple, the advance in application dates is even more apparent. The 
average decreases over 30 years are approximately 3.5 and 8 days for the first application and the 
end date of the window for the third application, respectively (Figure 3). The average advance 
over 30 years exceeds 10 days for the end date of the window for the third application for the 
two orchards furthest from Montreal, namely site 25 located in the Appalachian region near Lake 
Memphrémagog, in Estrie, and site 26 located on Île d’Orléans (Section 4.3 and Appendix D). 
The criteria defining the insecticide application windows are presented in Table 4 
(Section 4.2.2). As in the case of the herbicide applications, the variability between climate 
simulations (Figure 3b) is larger than the variability between sites (Figure 3a). It should be noted 
that in less than 1% of the years, a third application would not be possible since it would occur 
less than seven days prior to harvest. 
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Figure 3. Box plots of the mean differences between the periods 1981-2010 and 2011-2040 for the insecticide 
application dates for apple. Each plot is constructed using: (a) 9 data points, namely the median of the mean 
differences of the 23 climate simulations for each of the 9 sites (variability between sites); (b) 23 data points, 
namely the median of the mean differences of the 9 sites for each of the 23 climate simulations (variability 
between climate simulations). 

Figure 4 illustrates the mean difference over 30 years in the number of days available for the 
applications. The vast majority of the differences are less than one day. The differences are 
generally negative, given that the increase in temperature slightly shortens the window (Figures 2 
and 3). Moreover, there is no significant change in the proportion of days with more than 1 mm 
of rain.  
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Figure 4. Box plots of the mean differences between the periods 1981-2010 and 2011-2040 for the number of 
days on which herbicide and insecticide applications are possible. Each plot is constructed using: (a) 9 (apple) 
or 10 (other) data points, namely the median of the mean differences of the 23 climate simulations for each 
site (variability between sites); (b) 23 data points, namely the median of the mean differences of the sites for 
each of the 23 climate simulations (variability between climate simulations). Pre = pre-emergent; post = post-
emergent. 2nd, 3rd = 2nd, 3rd application. 

In short, the impact of climate change on the herbicide and insecticide application dates for the 
sites and period (1981-2040) considered is clear. The application dates are directly related to 
temperature. The later the applications in the season (i.e., the larger the number of accumulated 
degree days required for application), the greater the impact (Figures 2 and 3). The number of 
days in the application windows remains stable over the 60-year period (Figure 4), with average 
decreases of less than one day. The differences in the application dates and length of the 
application windows would have been larger if the future period had been farther in the future. 
For example, in Gagnon et al. (2013), the emergence dates for European corn borer are advanced 
by approximately two weeks between the periods 1970-1999 and 2041-2070, and the treatment 
periods are shortened by more than one day.  
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5.1.2	Number	of	fungicide	and	bactericide	applications		
Figure 5 illustrates the average change in the number of fungicide applications for the control of 
apple scab between the periods 1981-2010 and 2011-2040 as well as the variability between sites 
and between climate simulations. On average, the number of applications per year increases by 
approximately 0.1 between the periods 1981-2010 and 2011-2040, but this increase is non-
significant. Nonetheless, seven of the nine study sites show an average increase. The two 
orchards furthest from Montreal (sites 25 and 26, Section 4.3 and Appendix D) can be 
distinguished from the others in that they show a very slight average decrease in the number of 
applications. With respect to the 23 climate simulations, the results are mixed. For instance, there 
are seven climate simulations for which there is an average increase over 30 years for all 
nine sites, and six for which there is a decrease for all sites. This means that for a given site, 
there are always climate simulations that generate positive differences and others than generate 
negative differences. 

 
Figure 5. Box plots of the mean differences between the periods 1981-2010 and 2011-2040 for the number of 
fungicide applications to control apple scab. Each plot is constructed using: (left; “Inter-site”) 9 data points, 
namely the median of the mean differences of the 23 climate simulations for each of the 9 sites; (right; “Inter-
simulation”) 23 data points, namely the median of the mean differences of the 9 sites for each of the 23 
climate simulations. 
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Figure 6 illustrates the average change in the number of bactericide applications against fire 
blight (apple) between the periods 1981-2010 and 2011-2040. There is no change, because the 
main variable limiting the number of applications is the length of the application window, which 
is relatively short. The advance of the application window has very little impact on its length, 
since it is early in the season. A similar finding was obtained by Hirschi et al. (2012). 

 

Figure 6. Box plots of the mean differences between the periods 1981-2010 and 2011-2040 for the number of 
bactericide applications for control of fire blight (apple). Each plot is constructed using: (left; “Inter-site”) 
9 data points, namely the median of the mean differences of the 23 climate simulations for each of the 9 sites; 
(right; “Inter-simulation”) 23 data points, namely the median of the mean differences of the 9 sites for each of 
the 23 climate simulations. 

5.1.3	Maximum	daily	rainfall		
The most important rainfall events are those that occur shortly after pesticide application. Each 
year, for each site/crop/climate simulation combination, maximum daily rainfall was extracted 
from a time window centered on the median herbicide or insecticide application date among the 
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100 realizations. The term moving is used to refer to this window, since its centre varies from 
year to year. The length of the windows was set at 31 days for herbicide applications and 11 days 
for insecticide applications, which corresponds approximately to the average duration of the 
application windows. Table 7 summarizes the results of the Mann-Kendall test for the 60-year 
trend for maximum daily rainfall during these herbicide (wheat, corn and soybean) and 
insecticide (apple) application windows. The proportion of positive trends varies from 37.2% 
(second application of insecticide for apple) to 63.5% (pre-emergent application for corn). 
Overall, the number of positive trends is slightly higher than the number of negative trends, 
particularly for applications early in the season, but the proportion of statistically significant 
trends is less than 5%, except for the pre-emergent application for corn (6.1% positive trends) 
and for the second and third insecticide applications for apple (7.2 and 6.3% negative trends, 
respectively). There is therefore no clear trend for maximum daily rainfall during the application 
window.  

Table 7. Results of the Mann-Kendall test on maximum daily rainfall during the moving window for the 
period 1981-2040, for each crop/site/climate simulation combination. The application scenarios used are 
presented in Table 3 for wheat, corn and soybean and in Table 4 for apple. The windows are centered on the 
median application date calculated each year. A trend is considered significant if the observed test threshold 
is less than 0.05. 

Crop 
Number 
of tests 

Number of positive trends Number of negative trends  
Significant Total Significant Total 

Wheat 230 2 (0.9%) 123 (53.5 %) 3 (1.3%) 107 (46.5%) 
Corn 

(pre-emergent) 
230 14 (6.1%) 146 (63.5 %) 2 (0.9%) 84 (36.5%) 

Corn 
(post-emergent) 

230 6 (2.6%) 111 (48.3 %) 1 (0.4%) 118 (51.3%) 

Soybean 230 4 (1.7%) 118 (51.3 %) 5 (2.2%)  111 (48.3%) 
Apple 

(1st application) 
207 4 (1.9%) 115 (55.6 %) 5 (2.4%) 91 (44.0%) 

Apple 
(2nd application) 

207 6 (2.9%) 77 (37.2 %) 15 (7.2%) 129 (62.3%) 

Apple 
(3rd application) 

207 6 (2.9%) 111 (53.6 %) 13 (6.3%) 96 (46.4%) 

 

The application window correlates with the changes in climate. A warmer than average early 
season will advance the timing of applications, whereas a colder early season will delay the 
timing of applications. In order to exclude the interannual variation in application dates, the 
annual maximum daily rainfall was also extracted from a time window centered on the median 
application date for the entire 60-year period (thus identical from year to year), for each 
site/crop/climate simulation combination. The term fixed is used to refer to this window. The 
lengths of the windows are still fixed at 31 and 11 days for the herbicide and insecticide 
applications, respectively. The results of the Mann-Kendall test are presented in Table 8. Overall, 



30 

 

there are more upward trends than in Table 7. This is true for all herbicide applications. The tests 
performed on a fixed window over the 60-year period even indicate an increase of over 10% in 
the number of positive trends for the post-emergent application for corn compared to the tests 
performed on the moving window, which varies from year to year as a function of temperature 
and which more realistically represents the application period. These results suggest that 
adjusting the application window on the basis of seasonal weather could reduce the impact of 
climate change to some extent. However, this effect is not statistically significant; the number of 
significant trends remains low (Table 8). 

Table 8. Results of the Mann-Kendall test on maximum daily rain during the fixed application window for 
the period 1981-2040, for each crop/site/climate simulation combination. The application scenarios used are 
presented in Table 3 for wheat, corn and soybean and in Table 4 for apple. The windows are centered on the 
median application date calculated over the entire 60 years. A trend is considered significant if the observed 
test threshold is less than 0.05. 

Crop 
Number 
of tests 

Number of positive trends Number of negative trends 
Significant Total Significant Total 

Wheat 230 3 (1.3%) 137 (59.6%) 1 (0.4%) 92 (40.0%) 
Corn 

(pre-emergent) 
230 19 (8.3%) 148 (64.3%) 0 (0%) 82 (35.7%) 

Corn 
(post-emergent) 

230 5 (2.2%) 136 (59.1%) 4 (1.7%) 93 (40.4%) 

Soybean 230 6 (2.6%) 135 (58.7%) 7 (3.0%)  95 (41.3%) 
Apple 

(1st application) 
207 4 (1.9%) 109 (52.7%) 4 (1.9%) 94 (45.4%) 

Apple 
(2nd application) 

207 3 (1.5%) 89 (43.0%) 12 (5.8%) 118 (57.0%) 

Apple 
(3rd application) 

207 10 (4.8%) 106 (51.2%) 6 (2.9%) 101 (48.8%) 

 

Figure 7 illustrates the mean difference in maximum daily rainfall between the periods 1981-
2010 and 2011-2040 during the moving and fixed application windows. The mean difference 
over 30 years is generally slightly higher for fixed windows (Figure 7b) than for moving 
windows (Figure 7a), which corroborates the results of Tables 7 and 8. The difference between 
the moving and fixed windows is greater for the herbicide applications, which are done in the 
spring. The calculation of the average for all climate simulations at each site gives an average 
increase between the periods 1981-2010 and 2011-2040 for almost all site/fixed herbicide 
application window combinations (39/40). For the site/moving application window combinations 
for herbicides, an average increase is obtained in only 26 of 40 cases. However, increases remain 
minimal compared to the variability between the site/climate simulation combinations. 
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Figure 7. Box plots of the mean differences in maximum daily rainfall between the periods 1981-2010 and 
2011-2040 during the (a) moving and (b) fixed application windows. The plots are constructed using all 
site/climate simulation combinations for a given crop (207 for apple, 230 for the other crops). Pre = pre-
emergent; post = post-emergent. 

5.1.4	Average	daily	rainfall	
Table 9 summarizes the results of the Mann-Kendall test for the 60-year trend in average daily 
rainfall during the moving applications windows as calculated in Section 5.1.3. There are fewer 
upward trends for average rainfall than for maximum daily rainfall (Table 7) and few of them are 
statistically significant. There is therefore no clear impact of climate change on average daily 
rainfall during the application window (1981-2040) for the sites considered. 

Table 10 presents the results of the Mann-Kendall test performed on average daily rainfall during 
the period 1981-2040 during the fixed application windows as calculated in Section 5.1.3. As 
with maximum daily rainfall, there are fewer positive trends in the case of moving application 
windows, which vary from year to year, than in the case of fixed application windows. However, 
in absolute terms, the differences over 30 years between past and future average daily rainfall are 
small relative to the variability between the site/climate simulation combinations, for both the 
moving and fixed application windows (Figure 8).  
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Table 9. Results of the Mann-Kendall test performed on average daily rainfall during the moving application 
window for the period 1981-2040, for each crop/site/climate simulation combination. The application 
scenarios used are presented in Table 3 for wheat, corn and soybean and in Table 4 for apple. The windows 
are centered on the median application date calculated each year. A trend is considered significant if the 
observed test threshold in less than 0.05. 

Crop 
Number 
of tests 

Number of positive trends Number of negative trends 
Significant Total Significant Total 

Wheat 230 1 (0.4%) 106 (46.1%) 4 (1.7%) 122 (53.0%) 
Corn 

(pre-emergent) 
230 6 (2.6%) 123 (53.5%) 0 (0%) 106 (46.1%) 

Corn 
(post-emergent) 

230 3 (1.3%) 97 (42.2%) 3 (1.3%) 132 (57.4%) 

Soybean 230 2 (0.9%) 102 (44.3%) 9 (3.9%) 125 (54.3%) 
Apple 

(1st application) 
207 4 (1.9%) 132 (63.8%) 2 (1.0%) 75 (36.2%) 

Apple 
(2nd application) 

207 2 (1.0%) 75 (36.2%) 17 (8.2%) 131 (63.3%) 

Apple 
(3rd application) 

207 11 (5.3%) 109 (52.7%) 10 (4.8%) 97 (46.9%) 

 

Table 10. Results of the Mann-Kendall test performed on average daily rainfall during the fixed application 
window for the period 1981-2040, for each crop/site/climate simulation combination. The application 
scenarios used are presented in Table 3 for wheat, corn and soybean and in Table 4 for apple. The windows 
are centered on the median application date calculated over the entire 60-year period. A trend is considered 
significant if the observed test threshold is less than 0.05. 

Crop 
Number 
of tests 

Number of positive trends Number of negative trends 
Significant Total Significant Total 

Wheat 230 10 (4.3%) 128 (55.7%) 5 (2.2%) 98 (42.6%) 
Corn 

(pre-emergent) 
230 17 (7.4%) 132 (57.4%) 2 (0.9%) 98 (42.6%) 

Corn 
(post-emergent) 

230 10 (4.3%) 129 (56.1%) 2 (0.9%) 100 (43.5%) 

Soybean 230 6 (2.6%) 107 (46.5%) 8 (3.5%) 123 (53.5%) 
Apple 

(1st application) 
207 3 (1.4%) 144 (69.6%) 1 (0.5%) 62 (30.0%) 

Apple 
(2nd application) 

207 3 (1.4%) 91 (44.0%) 14 (6.8%) 115 (55.6%) 

Apple 
(3rd application) 

207 16 (7.7%) 105 (50.7%) 2 (1.0%) 102 (49.3%) 
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Figure 8. Box plots of mean differences between the periods 1981-2010 and 2011-2040 for average daily 
rainfall during the (a) moving and (b) fixed application windows. The plots are constructed using all 
site/climate simulation combinations for a given crop (207 for apple, 230 for the other crops). Pre = pre-
emergent; post = post-emergent. 

5.2	Pesticide	contamination	of	runoff	water	

The analyses were conducted separately for dissolved loads and adsorbed loads (transported in 
eroded soil). The values of interest are the annual maximum daily load and the annual mean load. 
The correlation between these two variables is very strong. For all site/simulation/crop/active 
ingredient/realization combinations, the proportion of the total load over the 60-year period 
coming from the annual maximum daily loads is on average 85% for pesticide loads transported 
in the dissolved form and 90% for loads transported in the adsorbed form. The annual maximum 
daily loads account for more than half of the total load simulated over 60 years in 97% and 99% 
of the cases for the dissolved and adsorbed forms, respectively. That is why only the annual 
mean loads were analyzed. The average relative loss and the average concentration in runoff 
water are also presented for each active ingredient. 

5.2.1.	Changes	in	the	annual	load	transported	in	dissolved	form		
There are a total of 510,600 annual series (site/climate simulation/crop/active ingredient 
/realization combinations) and as many trends estimated using the Mann-Kendall test. Figure 9 
presents box plots illustrating the proportion of positive trends obtained for each site, active 
ingredient, realization and simulation.  
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Figure 9. Proportion of positive trends (%) for the annual dissolved load, obtained for each of the 28 sites, 
21 active ingredients, 100 realizations and 23 climate simulations. The red box plots illustrate the proportions 
of positive trends that are significant according to the Mann-Kendall test. The red line represents the test 
threshold (5%). 

On average, approximately half of the trends are positive, and approximately half are negative, 
but very few of the trends are statistically significant. The impact of climate change on the 
transported loads is therefore very limited, with the exception of the three fungicides considered 
for the control of apple scab (captan, mancozeb and metiram). For these three fungicides, 
roughly 60% of the trends are positive. These positive trends are caused by the slight increase, on 
average, in the number of annual applications between the periods 1981-2010 and 2011-2040 
(Figure 5). In absolute terms, the average load of captan transported annually in dissolved form 
increased from 1.32 g/ha for the period 1981-2010 to 1.44 g/ha for the period 2011-2040. Given 
that captan is highly volatile (Appendix A), this load corresponds, on average, to less than 0.01% 
of the mass applied annually. For mancozeb, which is even more volatile (Appendix A), the 
average annual runoff load increases from 3.79 x 10-3 to 4.15 x 10-3 g/ha. For metiram, which is 
volatile and almost immobile (Appendix A), the average annual runoff load increases from 3.47 
x 10-3 to 4.7 x 10-3 g/ha. In short, the average increase in the load transported in dissolved form 
between the periods 1981-2010 and 2011-2040 for these three fungicides is 10%, but in absolute 
terms the values are low. It should be noted that the proportion of upward trends that are 
statistically significant is low. With longer time series, it would likely have been possible to 
detect a larger number of significant trends. 
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There is very large variability among the 23 climate simulations, with the percentage of positive 
trends varying from 10% to 85%. This indicates that the “natural” variability is greater than the 
climate change signal. The results of Section 5.1 had already indicated larger inter-simulation 
variability than inter-site variability for the influent climate variables. Nonetheless, there is some 
degree of inter-site variability. The site characteristic (Appendix D) most strongly correlated 
with the proportion of positive trends is the field capacity, with 32%. Except for the three active 
ingredients used for the control of apple scab, variability between the active ingredients is low. 

The impact of climate change on the runoff loads varies very little from realization to realization 
(Figure 9). Nonetheless, the differences between the realizations, although small, indicate that 
some parameters of the PRZM can have an impact on the changes in the annual runoff load over 
time. Table 11 presents, for each parameter, the correlation between the proportion of positive 
trends for each realization and the pseudo-random value used to generate the parameter 
(Appendix F). The results indicate that the change in annual load varies significantly as a 
function of the values chosen for two parameters. Parameter KP, governing field capacity and 
permanent wilting point, is 47% positively correlated with the proportion of positive trends. This 
corroborates the results of the analysis of the change in loads for each site. Since soil organic 
carbon is positively correlated with field capacity, the parameter OC is also positively correlated 
with the proportion of upward trends for the annual load. It should be noted that the impact of 
these parameters is statistically significant, but is limited in absolute terms (Figure 9). 

Table 11. Pearson’s correlation coefficient (%) between the proportion of positive trends for each realization 
and the pseudo-random value used to generate each parameter (Appendix F). The asterisks indicate whether 
the correlation is statistically significant (*: < 0.1; **: < 0.05; ***: < 0.01). The parameters are defined in 
Appendix E. 

Parameter Correlation Parameter Correlation Parameter Correlation
SFAC 0.05 MNGN -0.05 UPTKF 0.01 

CINTCP -0.16 CN 0.13 FEXTRC -0.09 
AMXDR -0.06 DEPI 0.05 KP and BD 0.47*** 

COVMAX -0.07 TAPP -0.07 OC 0.41*** 
HTMAX -0.18*     

 

Changes in the runoff load over 30 years (1981-2010 compared to 2011-2040) were calculated 
separately for each of the 222 site/crop/active ingredient combinations. For each combination, 
there are 2,300 differences over 30 years (23 climate simulations x 100 realizations). The 
variability between simulations can be estimated using, for each climate simulation, the mean 
difference over the 100 realizations (23 values). Similarly, the variability between realizations 
can be estimated using, for each realization, the mean difference over the 23 climate simulations 
(100 values). 90% confidence intervals for variability between simulations and between 
realizations were then calculated based on the 23 and 100 values, respectively. For all of the 
222 site/crop/active ingredient combinations, the 90% confidence interval for the inter-
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simulation variability of the differences over 30 years contains the value 0. Thus, for the 222 
cases, the inter-simulation variability is too large to conclude that there is a significant impact. 

 
Figure 10. Differences in the average annual load transported in dissolved form between the periods 1981-
2010 and 2011-2040 for two site/crop/active ingredient combinations. In both cases, the active ingredient is 
streptomycin sulphate. Left: site 28; right: site 23.  

There are 39 cases in which 0 is outside the range of the 90% confidence interval for inter-
realization variability in the differences over 30 years, namely 28 positive mean differences and 
11 negative mean differences. Two of these cases, from among the most extreme, are illustrated 
in Figure 10. For the majority of the 222 runoff loads over 30 years (1981-2010), the inter-
realization intervals are larger than the inter-simulation intervals. For most of the 222 load 
differences over 30 years (1981-2010 compared to 2011-2040), the opposite is true, i.e., inter-
simulation intervals are larger than inter-realization intervals. The selected values of the 
parameters of the transport model have a significant impact on the values of the simulated runoff 
loads, but the temporal changes in the loads depend more on climate than on the value of the 
parameters. 
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5.2.2	Changes	in	the	load	transported	in	adsorbed	form		
Figure 11 presents box plots illustrating the proportion of positive trends for the annual load 
transported in adsorbed form, for each site, active ingredient, realization and climate simulation. 

The results are very similar to those obtained for the load transported in dissolved form, i.e., 
overall, the runoff loads do not increase significantly during the period studied (1981-2040). 
There is no visible impact of climate change, except in the case of the three active ingredients 
used for the control of apple scab. The correlation between the proportion of positive trends for 
the annual loads transported in dissolved and adsorbed form is 97.6% for the site averages, 
97.2% for the active ingredient averages, 91.9% for the realization averages and 99.7% for the 
simulation averages. 

 

Figure 11. Proportion of positive trends (%) for the annual load transported in adsorbed form, for each of 
the 28 sites, 21 active ingredients, 100 realizations and 23 climate simulations. The red box plots illustrate the 
number of positive trends that are significant according to the Mann-Kendall test. The red line represents the 
test threshold (5%). 

The difference in the load transported in adsorbed form over 30 years (1981-2010 compared to 
2011-2040) and the 90% inter-simulation and inter-realization confidence intervals are calculated 
in the same manner as for loads transported in the dissolved form (Section 5.2.1) for the 222 
site/crop/active ingredient combinations. Once again, the 90% confidence interval for the 
variability in differences between simulations over 30 years contains the value 0 for all 
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combinations. There are 29 cases in which 0 is outside the range of the 90% confidence interval 
for variability in differences between realizations over 30 years, namely 24 positive mean 
differences and 5 negative mean differences. As in the case of the loads transported in dissolved 
form, the variability of the load over 30 years (1981-2010) is larger between realizations, 
whereas the variability of the difference in load over 30 years (1981-2010 compared to 2011-
2040) is larger between simulations. 

5.2.3	Average	relative	loss	for	each	active	ingredient	
Table 12 presents the average proportion of the applied mass that is transported in dissolved and 
adsorbed forms for each active ingredient. The average losses obtained are all less than 1%, 
which corroborates the figures reported in the literature (Wauchope, 1978; Bloomfield et al., 
2006). At the event scale, the percentage of losses may be larger than 1%. Active ingredients 
with a long half-life generally show larger losses overall. The proportion of the loss from the 
adsorbed form increases with the value of the water/organic carbon partitioning coefficient (Koc; 
Appendix A).  

Table 12. Average proportion of the applied mass that is transported in runoff water in dissolved and 
adsorbed form, by active ingredient 

Crop  Active ingredient 
Loss in dissolved 

form (%) 
Loss in adsorbed 

form (%) 
Total (%) 

Wheat 

Bromoxynil 4 x 10-3 4 x 10-3 8 x 10-3 
Fenoxaprop-p-ethyl 3 x 10-5 1 x 10-3 1 x 10-3 

Pyrasulfotole 0.12 0.09 0.22 
Thifensulfuron-methyl 0.05 3 x 10-3 0.05 

Tribenuron-methyl 0.10 6 x 10-3 0.11 

Corn 

Atrazine 0.12  0.01 0.13 
Dicamba 0.03 2 x 10-4 0.03 

Glyphosate 0.02 0.07 0.09 
Mesotrione 0.10 0.01 0.11 

S-metolachlor 0.07 0.01 0.08 

Soybean 

Bentazon 0.09 8 x 10-3 0.10 
Glyphosate 0.02 0.09 0.11 
Imazethapyr 0.15 0.01 0.16 

Quizalofop-p-ethyl 4 x 10-3 0.01 0.02 
Thifensulfuron-methyl 0.04 3 x 10-3 0.05 

Apple 

Acetamiprid 0.01 5 x 10-4 0.01 
Phosmet 9 x 10-3 8 x 10-4 9 x 10-3 

Spinetoram 8 x 10-3 0.01 0.02 
Thiacloprid 0.05 3 x 10-3 0.05 

Captan 0.01 5 x 10-4 0.01 
Mancozeb 2 x 10-5 2 x 10-6 2 x 10-5 
Metiram 3 x 10-5 1 x 10-3 1 x 10-3 

Streptomycin sulphate 0.04 4 x 10-5 0.04 
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5.2.4	Average	concentration	in	water	for	each	active	ingredient	
Table 13 presents the averages of the annual mean concentration and annual maximum daily 
concentration for each active ingredient in runoff water (sum of the dissolved and adsorbed 
forms). The concentrations are accompanied by threshold values for the protection of agricultural 
activities (livestock watering). The criteria for the protection of aquatic life and drinking water 
were not taken into account, since pesticide transport was simulated at the field scale. The 
average annual maximum daily concentration exceeds the toxicity threshold for the protection of 
agricultural activities (livestock watering) in two of seven cases where a threshold value is 
available. Atrazine shows one of the highest simulated transported concentrations, and is the 
most toxic of the six active ingredients for which toxicity criteria exist. The average annual 
maximum daily concentration of captan also exceeds the threshold value, even though only 
0.01% of what is applied is transported in runoff water (Table 12).  

5.3	Impact	of	adaptation	measures	

Each adaptation measure was tested on a single active ingredient in order to limit the run time 
(Table 6, Section 4.2.3). For each site, 2,300 (23 climate simulations x 100 realizations) 60-year 
series (1981-2040) are simulated. The impact of adaptation is assessed on the basis of the 
difference between the total 30-year loads of the simulations with adaptation and the reference 
simulations (without adaptation). The impact is compared with the impact of climate change, 
assessed on the basis of the mean differences over 30 years between the simulations with 
adaptation and the reference simulations. The confidence level of the impact of adaptation is 
assessed, for each site, on the basis of the variability between realizations and between 
simulations. It should be noted that none of the measures tested can be applied for the fungicides 
and bactericides considered in this project.  

5.3.1	No	application	the	day	before	rainfall		
For the reference simulations, the herbicide and insecticide applications could not be carried out 
if more than 1 mm of rain fell during the target day. This measure consists in adding a constraint, 
i.e., not to carry out applications if more than 1 mm of rain is forecast for the day after the target 
day. It must be assumed that producers are willing to shorten their application window, with the 
risks this may entail. This measure could not necessarily be as strictly applied in practice, given 
the importance of treating crops at the right time, even in the case of herbicides (D. Bernier, 
MAPAQ, pers. comm.). It simply could not be implemented for fungicides and bactericides, 
given that the treatments are often applied under wet conditions. Nonetheless, this measure can 
be used to assess the impact of the delayed application on pesticide transport in runoff water. It is 
evaluated here for phosmet, an insecticide used on apple trees. 
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Table 13. Averages of the annual mean concentration and annual maximum daily concentration for each 
active ingredient in runoff water (sum of dissolved and adsorbed forms). The values are averages calculated 
using all site/realization/simulation combinations over 60 years (1981-2040). The threshold value is the value 
used by the Quebec Department of Sustainable Development, Environment and the Fight Against Climate 
Change (MDDELCC, 2002) for the protection of agricultural activities (livestock watering). This value is not 
available for all active ingredients. Averages above the threshold are in bold. 

Crop Active ingredient 
Annual mean 
concentration 

(μg/L) 

Annual maximum 
daily concentration 

(μg/L) 

Threshold 
value 
(μg/L) 

Wheat 

Bromoxynil 0.02 0.8 11 
Fenoxaprop-p-ethyl 7 x 10-4 0.03 - 

Pyrasulfotole 0.2 2.8 - 
Thifensulfuron-methyl 8 x 10-3 0.3 - 

Tribenuron-methyl 8 x 10-3 0.2 - 

Corn 

Atrazine 2.4 55 5 
Dicamba 0.4 21 122 

Glyphosate 1.9 53 280 
Mesotrione 0.3 7 - 

S-metolachlor 1.6 43 - 

Soybean 

Bentazon 1.7 44 > 510 
Glyphosate 2.9 78 280 
Imazethapyr 0.3 6 - 

Quizalofop-p-ethyl 0.02 0.7 - 
Thifensulfuron-methyl 4.3 143 - 

Apple 

Acetamiprid 0.1 1.1 - 
Phosmet 1.3 11 - 

Spinetoram 0.1 0.5 - 
Thiacloprid 0.7 3.3 - 

Captan 3.0 40 13 
Mancozeb 0.01 0.1 - 
Metiram 0.3 4.6 - 

Streptomycin sulphate 1.9 44 - 
 

Figure 12 presents the average annual load transported in dissolved form for the past (1981-
2010) and the effects of the climate change adaptation measure for the nine simulated sites. 
These results are accompanied by 90% confidence intervals for variability between simulations 
and between realizations. It should be noted that the results obtained for each average annual 
load adsorbed to eroded soil particles follow the same trend, but the values are smaller (results 
not presented). 
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Figure 12. Impact of the adaptation measure (no application the day before rain) and climate change on the 
runoff load of dissolved phosmet, assessed on the 30-year averages for the nine sites simulated. 

 
Figure 13. Total phosmet load (1981-2040) transported in dissolved form in runoff water in the simulations 
and with no adaptation measure for the 20,700 site/simulation/realization combinations. The solid line is the 
line Y = X and the dashed line is the regression line. 
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The impact of the adaptation measure is significant for sites with the highest runoff loads. This 
suggests that for sites having the highest runoff loads for the reference simulations, there was at 
least one significant rain event the day after an application. A comparison of the total loads over 
60 years obtained in simulations with and without adaptation for all site/simulation/realization 
combinations shows that the load with adaptation is on average approximately 20% lower 
(Figure 13). This decline roughly corresponds to the daily degradation rate of phosmet used in all 
simulations, namely ln(2)/half-life = ln(2)/3.1 day = 22%/day (Appendix A).  

In cases where the majority of the total runoff load comes from rain events that occur the day 
after treatment, the decrease caused by this adaptation measure should be approximately equal to 
ln(2)/long-term half-life. In all likelihood, this should be the case for active ingredients having a 
relatively short half-life. For active ingredients having a long half-life, the decrease should be 
smaller, given that intense rainfall events can transport a large pesticide load, even if they occur 
several days after treatment. In any event, at the daily scale, all things being equal, a one-day 
increase in the interval between treatment and rainfall will result in a decrease in the transported 
load approximately equal to the daily degradation rate of the active ingredient. This illustrates 
the importance of using less persistent products and of having a long time interval between 
treatment and the next rainfall, where possible. This is true despite climate change. 

5.3.2	Variation	of	rain	threshold	
This section presents an analysis of the sensitivity of runoff loads to the precipitation threshold 
value defined for the herbicide and insecticide applications. For the reference simulations, 
herbicide and insecticide applications are permitted only if the accumulated precipitation during 
the target day is less than 1 mm. Thresholds of 0.1 and 5 mm were tested for phosmet (apple 
trees) at nine sites. The value of 0.1 mm essentially corresponds to no precipitation and the value 
of 5 mm is a value beyond which it is unlikely that a producer would apply a treatment. 

Figure 14 indicates that lowering the threshold from 1 to 0.1 mm has virtually no effect on the 
total pesticide load transported in the dissolved form. The results are similar for the adsorbed 
form (not presented). It is important to note that the reference threshold (1 mm) is already a 
constraint, and increasing the threshold to 5 mm has no appreciable effect (Figure 15). This 
indicates that intense rainfall events are what contribute most to the total load. Producers should 
try to avoid such events, where possible. 
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Figure 14. Impact of the adaptation measure (lowering the rainfall threshold from 1 to 0.1 mm) and of 
climate change on the runoff load of dissolved phosmet, assessed on the basis of the averages over 30 years for 
the nine sites simulated. 

 
Figure 15. Impact of the adaptation measure (raising of the rainfall threshold from 1 to 5 mm) and of climate 
change on the runoff load of dissolved phosmet, assessed on the basis of the averages over 30 years for the 
nine sites simulated. 
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5.3.3	Reduced	tillage	
Reduced tillage is a system that involves less tillage than conventional tillage. It is difficult to 
precisely define the nature and impact of reduced tillage, as it encompasses a wide range of 
practices and its definition evolves over time, i.e., a practice once considered reduced tillage 
could now be considered conventional tillage (AAFC, 2014). In this section, reduced tillage was 
considered to be reflected by a 2% reduction in the curve number (CN; Appendix E) (Table 5.13; 
Suarez, 2005) over the entire year, a roughly 13% reduction in the C factor of the Universal Soil 
Loss Equation (USLE; Appendix E) over the entire year (Wall et al., 2002) and a decrease in 
Manning’s roughness coefficient (MNGN; Appendix E; see Table 5.46 of Suarez, 2005). 
However, because reduced tillage leaves more weed seeds in the top centimetres of soil than 
conventional tillage (Douville, 2002), this adaptation measure requires an additional preplant 
application of glyphosate. The rate of application for a corn field ranges from 0.27 to 5.76 kg/ha 
(SAgE pesticides, 2014), and it was assumed that it took place no more than five days prior to 
planting. The adaptation was tested for glyphosate-resistant corn. For all simulations, with or 
without adaptation, a post-emergent glyphosate application was simulated for glyphosate-
resistant corn at a rate ranging from 0.9 to 1.8 kg/ha (Table 3, Section 4.2.2), which is generally 
lower than the preplant rate assumed for the adaptation measure. 

Figure 16 presents the average annual load transported in dissolved form in the past (1981-2010) 
as well as the effects of the adaptation measure and of climate change for the 10 sites simulated, 
accompanied by 90% confidence intervals for variability between simulations and between 
realizations. 

The results show that average runoff loads for the simulations with reduced tillage are roughly 
double those obtained for the reference simulations (conventional tillage). This increase is 
significant. The loads transported in adsorbed form (not presented) vary significantly from site to 
site, but in the case of the dissolved form, the average runoff load for the simulations with 
reduced tillage is roughly double that obtained for simulations with conventional tillage. 

On average, runoff losses (sum of dissolved and adsorbed forms) are 0.06 and 0.09% of the 
amount applied under reduced tillage and conventional tillage, respectively. Reduced tillage 
therefore results in a relative reduction in runoff loss, but because of the requirement for an 
additional preplant application of glyphosate, the total runoff load increases.  
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Figure 16. Impact of the adaptation measure (reduced till) and climate change on the runoff load of dissolved 
glyphosate, assessed on the basis of averages over 30 years for the 10 sites simulated. 

5.3.4	No	till		
This adaptation measure consists in doing no tillage in the fall. In the PRZM parameters, this 
translates to a 4% reduction in the curve number (CN; Appendix E) (Table 5.13; Suarez, 2005) 
over the entire year, a reduction in the USLE’s C factor value (Appendix E) ranging from 
approximately 40% for wheat and corn to approximately 60% for soybean over the entire year 
(Wall et al., 2002) and a decrease in Manning’s roughness coefficient (MNGN; Appendix E; see 
Table 5.46 of Suarez, 2005). As in the case of reduced tillage (Section 5.4.3), it was assumed that 
this adaptation measure required an additional application of glyphosate no more than five days 
prior to planting at a rate ranging from 0.27 to 5.76 kg/ha (SAgE pesticides, 2014). Once again, 
the adaptation was tested for glyphosate-resistant corn, and a post-emergent glyphosate 
application is assumed to be required for all simulations, with or without adaptation, at a rate of 
between 0.9 and 1.8 kg/ha (Table 3, Section 4.2.2). The same 10 sites as those considered for 
reduced tillage (Section 5.3.3) were analyzed. 

As with reduced tillage, no till leads to an average increase in total loads transported in dissolved 
form, but the increase is smaller and is not significant given the variability between realizations 
(Figure 17). The simulated impact of no till is higher for loads transported in adsorbed form, 
although the differences between no till and conventional tillage are negligible (not presented). 
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This is due to the significant decrease in the USLE’s C parameter (Appendix E). On average, 
total runoff losses (in dissolved and adsorbed forms) correspond to 0.03% of what is applied for 
no till, compared to 0.09% for conventional tillage.  

 
Figure 17. Impact of the adaptation measure (no till) and of climate change on runoff load of dissolved 
glyphosate, assessed on the basis of averages over 30 years for the 10 sites simulated. 

5.3.5	Soil	incorporation	
For all simulations performed to date, it was assumed that the pesticide was sprayed and that 
foliar interception was proportional to the area of ground covered by the crop. The mass of 
pesticide that reaches the soil surface infiltrates the soil, and the soil pesticide concentration 
decreases linearly to a depth given by the parameter DEPI (Appendix E). For soil incorporation, 
the concentration is highest at depth DEPI and decreases linearly to the soil surface. Few 
commercially sold active ingredients can be incorporated. Atrazine is the only active ingredient 
considered in this project that can be incorporated. 
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Figure 18. Impact of the adaptation measure (soil incorporation) and of climate change on the runoff load of 
dissolved atrazine, assessed on the basis of the averages over 30 years for the 10 sites simulated. 

With incorporation, the total dissolved load over 60 years is reduced by about 75% on average, 
regardless of site (Figure 18). Incorporation almost completely reduces the adsorbed load, with 
an average reduction of 98%. The exact impact varies from realization to realization depending 
on the DEPI parameter. The distribution chosen for DEPI is a normal distribution with 
expectation 4 cm and standard deviation 1 cm (Appendix E). The realization with the smallest 
DEPI value (1.4 cm) gives a 20% reduction in the average load; the realization with the median 
DEPI value (4.1 cm) gives an 84% reduction, and the realization with the highest DEPI value 
(6.4 cm) gives a 92% reduction. This non-linear reduction can be explained on the basis of the 
PRZM equation defining I(z), the fraction of pesticides in soil in the dissolved phase that is 
available for runoff (Suarez, 2005; p. 200): 
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where z is the soil depth and is less than or equal to 2 cm. This fraction decreases rapidly with 
depth, and pesticides found at depths below 2 cm are not available for runoff. In short, the exact 
value of the impact of soil incorporation depends essentially on Equation (1), on the depth of 
infiltration after spraying and on the depth of application for incorporations. In the simulations, 
these two depths are assumed to be equivalent to DEPI. Regardless, the fact remains that the 
runoff load will decrease with the depth of incorporation. It should be noted that atrazine can be 
applied more deeply (10 cm), which increases the beneficial impact of incorporation on atrazine 
runoff load.  
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6	Conclusion	

The general objective of the project was to predict the impact of climate change on changes in 
surface runoff contamination by pesticides used in the control of certain pests of wheat, corn, 
soybean and apple during the period 1981-2040 (Section 2). A method integrating the 
interactions and uncertainties associated with the various physical and chemical processes was 
developed (Section 4). Simulations were carried out on 28 Quebec sites using scaled daily 
precipitation and temperature data from 23 climate simulations from the CIPRA bioclimatic 
models (Plouffe et al., 2014) and from the PRZM pesticide transport model, version 3.12.3 
(Suarez, 2005). The PRZM parameter values were selected using the Monte Carlo method to 
take into account the uncertainty associated with their estimate. In total, 21 active ingredients 
were considered. For each site/active ingredient/climate simulation combination, 100 daily time 
series of 60 years (1941-2040) were generated. 

6.1	Summary	of	findings	

The results obtained were designed to objectively estimate the impact of climate change and the 
impact of adaptation measures on surface runoff contamination by pesticides during the period 
1981-2040 for the selected crop-pest combinations. 

6.1.1	Changes	in	relevant	climate	variables		
Accumulated degree days increase from 1981 to 2040 for all climate simulations used on the 
study sites, resulting in advances in the simulated herbicide and insecticide application dates. On 
average, applications during the 2011-2040 period are advanced by approximately three days 
relative to the 1981-2010 period for early season herbicide applications (Figure 2, Section 5.1.1) 
and by approximately eight days for late season insecticide applications to apple trees (Figure 3, 
Section 5.1.1). The average advance in the date of late season insecticide applications is 10 days 
for the two orchards farthest from Montreal (Figure 1). 

No clear impact of climate change on mean or maximum daily precipitation during the 
application window on the sites and period studied was observed (Tables 7 and 9; sections 5.1.3 
and 5.1.4). This can be explained by three important factors. First, the study period (1981-2040) 
is relatively short from a climate perspective. Longer time series (e.g., 1961-2100, namely the 
period covered by each climate simulation) would likely have made it possible to detect more 
changes, since the climate should continue to change until 2100 (especially for the scenario A2; 
IPCC, 2007). From a statistical viewpoint, a longer time series increases the power of the test, 
i.e., it can more easily detect a trend, when one exists. Second, the large natural variability in 
precipitation, especially for extreme events, can mask the impact of climate change (CEHQ, 
2013; Gagnon and Rousseau, 2014). Third, the fact that the application window varies from year 
to year as a function of weather is a form of adaptation to climate change. This factor is the least 
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important of the three, since daily precipitation is stable over the 60-year period for most sites 
and climate simulations (Tables 7 to 10 and Figures 7 and 8; sections 5.1.3 and 5.1.4).  

Precipitation also influences fungicide applications for the control of apple scab as it impacts the 
number of hours of apple leaf wetness and indirectly affects the number of days without rain. A 
slight average increase of 0.1 fungicide application per season between the periods 1981-2010 
and 2011-2040 was obtained in the simulations. This increase is not statistically significant. The 
number of seasonal bactericide applications for the control of fire blight (apple trees), which 
depends essentially on temperature, but over a very short period, remains stable during the 
period 1981-2040. 

6.1.2	Changes	in	transported	loads		
Overall, annual loads transported in dissolved and adsorbed form remain stable during the period 
1981-2040. The only exception is the three active ingredients used in the control of apple scab, 
with approximately 60% positive trends, although few of them are statistically significant 
(Figures 9 and 11; sections 5.2.1 and 5.2.2). In absolute terms, runoff loads of these three 
ingredients increase, on average, by approximately 10% between the periods 1981-2010 and 
2011-2040. Runoff loads of atrazine and mesotrione, two active ingredients applied pre-
emergent to corn, are higher in only 52.8 and 52.7% of the cases, respectively, despite an upward 
trend in maximum daily rainfall in 63.5% of the cases (Table 7; Section 5.1.3). On average, for 
all active ingredients, more than 85% of the total runoff load over 60 years comes from annual 
maximum daily loads. These annual maximum loads are generally generated by intense rainfall 
events occurring shortly after the application of pesticides. As shown by the box plots of the 
averages for each climate simulation (Figures 9 and 11), the natural variability of these rainfall 
events is very large, which masks the impact of climate change, if one exists, on runoff load 
during the period 1981-2040. 

For a given pest, the impact of climate on runoff load varies very little as a function of site, 
active ingredient and realization. In absolute terms, these three factors have a significant effect 
on runoff load, but in relative terms, they have little or no effect on the impact of climate change 
on runoff load. 

It should be noted that in the proposed application scenarios (Section 4.2.2), the producer applies 
pesticides in a rational manner and succeeds in effectively eliminating the risks associated with 
crop pests. If this is not the case—for instance, if several herbicide applications are necessary or 
if the producer is required to perform several applications to control type II apple scab 
infections—the impact of climate change could be more pronounced. 

6.1.3	Impact	of	adaptation	measures	
Measures that can reduce field-scale runoff loads were simulated (Table 6, Section 4.2.3). The 
first two measures presented, i.e., no application the day before rain and variation of the rain 
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threshold for the applications, illustrated that what should be avoided are essentially intense rain 
events occurring shortly after pesticide application. The increase in the interval between an 
application and heavy rain is beneficial, especially in the case of active ingredients of low 
persistence. 

The simulated impact of reduced tillage and no tillage is limited. While the proportion of the 
total pesticide mass applied that is transported in runoff water declines for the two adaptation 
measures, the total transported load, in absolute terms, increases. There are two important 
elements to be considered in the evaluation of the scope of these results. First, it could be that the 
recommended adjustments in the values of certain parameters of the PRZM model would not 
make it possible to precisely enough take account of the benefits of the management practices 
(Miao et al., 2004). For example, no tillage, and to some extent reduced tillage, increases the 
organic carbon content at the soil surface (Alletto et al., 2010), but this effect is not considered in 
the model. Second, reduced tillage and no tillage have an impact on surface runoff and on other 
water quality variables. A complete assessment of these measures should include their impacts 
on all of these variables.  

The incorporation of atrazine into the soil significantly reduces runoff loss compared to surface 
spraying. There is some degree of variability in the exact value of the decline in the runoff load 
caused by incorporation. Nonetheless, the average decreases are 75% for the dissolved form and 
98% for the adsorbed form, calculated under conservative scenarios (i.e., shallow 
incorporations). 

6.2	Limitations	

The findings are valid only for the crop pests considered (Section 2). The phenology of the crops 
and pests depends on climate, and the pesticide application dates were generated accordingly. In 
contrast, pest abundance was not considered; the application rate was the same from year to year 
for a given simulation. The impact of climate change could differ for other diseases or pests that 
are already problematic in Quebec. Climate change could also result in the arrival of new pests, 
which were not considered, nor were the possible resistance of the pests to certain active 
ingredients (Bloomfield et al., 2006; Lethmayer et al., 2009; Hakala et al., 2011), the impact of 
crop rotation or the effects of temperature and previous year treatments on insect pest abundance 
(Rafoss and Saethre, 2003; Gagnon et al., 2013). 

The analyses were conducted over the period 1981-2040, and it was assumed that agricultural 
practices not directly related to climate would remain unchanged. The selection of this period 
was based on the fact that agricultural practices, particularly pesticide use, are rapidly evolving 
and that an assessment beyond 2040 is unrealistic. The impact of climate change would likely 
have been more significant if the study period had been longer. In addition, because climate 
change is not globally uniform, the results cannot be directly transposed to other regions.  
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Technological advancements associated with crop protection practices could occur in the coming 
years and decades and could have a significant impact—greater than that of climate change—on 
water contamination (Boxall et al., 2009; Hakala et al., 2011). For example, new application 
methods, new pest-resistant cultivars, and new, less toxic, less persistent and less mobile active 
ingredients could reduce the risk of water contamination associated with pesticide use. On the 
other hand, the arrival of new cultivars that are resistant to certain active ingredients could 
increase the application of these active ingredients. The risk of contamination will increase if the 
active ingredients are more toxic, more persistent or more mobile than those currently used. 

It is assumed that all of the 23 climate simulations cover the entire possible spectrum of climate 
change from 1981 to 2040. The simulations are based on GHG emissions scenarios developed 15 
years ago (Nakicenovic and Swart, 2000). New simulations with new scenarios could provide 
different results. That being said, the choice of GHG emissions scenarios is more important for 
longer horizons.  

The climate data may be sensitive to the scaling method used, in this case, daily translation 
(Mpelasoka and Chiew, 2009), particularly for extremes (Chen et al., 2012; Sulis et al., 2012). 
Given that runoff loads are highly dependent on extreme events, the simulated absolute values 
depend on the scaling method used. However, the test used to evaluate trends in precipitation and 
runoff loads (Mann, 1945; Kendall, 1970) is non-parametric (i.e., analysis of ranks rather than 
raw data) and is therefore not sensitive to the scaling method used.  

The increase in temperatures could also lead to an increase in the number of extreme convective 
precipitation events (Gagnon and Rousseau, 2014). This evolution could increase extreme 
rainfall events at the local scale, but is not considered in the application of the statistical scaling. 
However, the impact should be quite low, given the relatively short duration of the analysis 
period (1981-2040). 

The three principal sources of uncertainty in modelling are input data, model parameters and the 
model itself (Dubus et al., 2003). For pesticide transport, the first two sources were considered, 
but only one model was used (PRZM version 3.12.3; Suarez, 2005). The results depend therefore 
on the model’s representation of the processes. Some phenomena were not simulated, such as 
drift and atmospheric deposition (Messing et al., 2013). In addition, the time step of the model 
(daily) does not allow for a precise representation of various important processes. That said, the 
choice of values of the main model parameters is perhaps more important than the choice of 
transport model used (Dann et al., 2006). The results showed that the values of the PRZM 
parameters have very little or no effect on the impact of climate change on runoff load, even 
though these values have a considerable impact on the runoff loads in absolute terms. 

The properties of the active ingredients were considered to be fixed. In reality, the parameter Koc 
(Farenhorst et al., 2009) and the half-life (Bloomfield et al., 2006; Shymko et al., 2011; Balbus et 
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al., 2013) vary depending on soil properties, but the interactions between microbiological 
activity and soil are unknown (van den Burg et al., 2012). The half-life can also decrease with an 
increase in temperature, which could lead to a reduction in the runoff load in the future, unless 
the more rapid degradation leads to an increase in the number of applications (Bloomfield et al., 
2006). The transport of metabolites in water was not considered. Since, for a given crop, the 
change in simulated runoff loads over time is comparable from one active ingredient to another 
(sections 5.2.1 and 5.2.2), it can be assumed that the runoff load of a metabolite has the same 
evolution over time as its parent active ingredient. The transport and toxicity of the adjuvants 
were not considered. 

In short, the interaction between climate and many important factors, such as the pesticide 
application rates and the degradation rate of the active ingredients, remains difficult to quantify. 
A better scientific understanding of these interactions would enable a more representative and 
more comprehensive assessment of the impact of climate change. 

Lastly, changes in contamination were assessed at the field scale. For an assessment of 
contamination of river water, modelling at the watershed scale should be conducted. Such 
modelling should take into account the impact of changes in land use, which could be more 
significant than the impact of climate change (Quilbé et al., 2008; Boxall et al., 2009; Poelmans 
et al., 2011; Balbus et al., 2013).  

6.3	Recommendations	

Despite the limitations of the study, a number of recommendations designed to limit the risk of 
water contamination by pesticides can be made. It is important to mention that they do not take 
into account external factors, such as the costs and financial risks associated with the measures to 
be adopted. 

The main impact of climate change on the simulated runoff load involves applications for the 
control of apple scab. For the three active ingredients considered (captan, mancozeb, metiram), 
the very slight average increase in the number of simulated applications could lead to an average 
increase of 10% in the runoff load of fungicides for the next 30 years. Special attention should be 
given to regions where applications are already problematic. The three active ingredients 
considered in this project are not highly persistent, but given that they are often applied in wet 
conditions, high concentrations exceeding the water quality criteria may occur in runoff water 
(Table 13).  

The results of this project have illustrated the importance of rainfall and high flows on runoff 
loads. Beneficial management practices (BMPs) can be applied to reduce runoff and erosion 
during these events. Two measures associated with tillage were analyzed: reduced tillage and no 
tillage. The results show that these measures reduce the runoff load per application, but do not 
necessarily reduce the total runoff load, since an additional preplant application is required. 
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Although there are many uncertainties associated with the impact of the measures obtained from 
the modelling (Miao et al., 2004), these measures can be beneficial if the active ingredient used 
in pre-emergence or post-emergence applications is more toxic than that used in preplant 
applications. Other BMPs exist that do not require additional pesticide applications, such as 
riparian buffers (Rousseau et al., 2012) and constructed wetlands (Lizotte et al., 2012). 

A number of measures can be taken at the field or orchard scale to reduce the concentration and 
load of pesticides in runoff water during major rainfall events. Where possible, the producers 
should: 

- monitor weather conditions so as to avoid applying products too shortly before a major rain 
event; 

- use less mobile, less persistent products; 

- use products that can be incorporated into the soil. 

These measures are beneficial, regardless of whether or not climate change is an issue. 
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Appendix	A.	Chemical	properties	of	active	ingredients	

Table 14. Chemical properties of the active ingredients used. Unless otherwise specified, the values come from the Pesticide Properties Database (PPDB) 
of the University of Hertfordshire (2013). 

Active 
ingredient (AI) 

IUPAC name 
Commercial 

namea 

Half-
life 
(d)b 

Koc 
(mL/g) 

Henry 
constant at 
20°C (-) 

Acetamiprid 
(E)-N1-[(6-chloro-3-pyridyl)methyl]-N2-cyano-N1-

methylacetamidine 
Assail 70 WP 3 200 5.36 10-12 

Atrazine 6-chloro-N2-ethyl-N4-isopropyl-1,3,5-triazine-2,4-diamine Atrazine 480 75 100 1.20 10-7 

Bentazone 
3-isopropyl-1H-2,1,3-benzothiadiazin-4(3H)-one 2,2-

dioxide 
Basagran 13 55.3 2.00 10-13 

Bromoxynil 3,5-dibromo-4-hydroxybenzonitrile Pardner 1 302 1.46 10-7 
Captan N-(trichloromethylthio)cyclohex-4-ene-1,2-dicarboximide Captan 4 0.8 200 2.85 10-7 

Dicamba 3,6-dichloro-o-anisic acid Banvel 4 3.45 8.80 10-8 
Fenoxaprop-p-

ethyl 
(R)-2[4-[(6-chloro-2-benzoxazolyl) oxy]-phenoxy]-

propanoic acid 
Excel Super 0.4 11354 8.80 10-9 

Glyphosate N-(phosphonomethyl)glycine Roundup 12 1435 6.60 10-19 

Imazethapyr 
5-ethyl-2-[(RS)-4-isopropyl-4-methyl-5-oxo-2-imidazolin-

2-yl]nicotinic acid 
Pursuit 90 52 1.13 10-9 

Mancozeb 
manganese ethylenebis(dithiocarbamate) (polymeric) 

complex with zinc salt 
Manzate DF 0.1 998 1.76 10-10 

Mesotrione 2-(4-mesyl-2-nitrobenzoyl)cyclohexane-1,3-dione Callisto 480 SC 32 122 4.99 10-9 

Metiram 
zinc ammoniate ethylenebis(dithiocarbamate) - 

poly(ethylenethiuram disulfide) 
Polyram DF 1 500000 1.00 10-5 c 

Phosmet O,O-dimethyl S-phthalimidomethyl phosphorodithioate 
Imidan 50 WP 

Instapak 
3.1 716 d 6.20 10-4 

Pyrasulfotole 
(5-hydroxy-1,3-dimethylpyrazol-4-yl)(a,a,a-trifluoro-2-

mesyl-p-tolyl)methanone 

Tundra 
(contains other 

AIs) 
55.5 368 3.92 10-13 

continued on next page
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Table 14. (continued) 

Active 
ingredient (AI) 

IUPAC name 
Commercial 

namea 

Half-
life 
(d)b 

Koc 
(mL/g) 

Henry 
constant at 
20°C (-) 

Quizalofop-p-
ethyl 

ethyl (R)-2-[4-(6-chloroquinoxalin-2-
yloxy)phenoxy]propionate 

Assure II 2 1816 1.93 10-5 

S-metolachlor 
mixture of : (aRS,1S)-2-chloro-6’-ethyl-N-(2-methoxy-1-
methylethyl)acet-o-toluidide et 20–0% (aRS,1R)-2-chloro-

6’-ethyl-N-(2-methoxy-1-methylethyl)acet-o-toluidide 
Dual Magnum 15 100 c 8.98 10-7 

Spinetoram 

Mixture of 50–90% (2R,3aR,5aR,5bS,9S, 
13S,14R,16aS,16bR)-2-(6-deoxy-3-O-ethyl-2,4-di-O-
methyl-α-L-mannopyranosyloxy)-13-[(2R,5S,6R)-5-

(dimethylamino) tetrahydro-6-methylpyran-2-yloxy]-9-
ethyl-2,3,3a,4,5,5a,5b,6,9,10,11,12,13,14,16a,16b-
hexadecahydro-14-methyl-1H-as-indaceno [3,2-
d]oxacyclododecine-7,15-dione et de 50–10% 

(2S,3aR,5aS,5bS,9S,13S,14R, 16aS,16bS)-2-(6-deoxy-3-O-
ethyl-2,4-di-O-methyl-α-L-mannopyranosyloxy)-13-

[(2R,5S,6R)-5-(dimethylamino)tetrahydro-6 -methylpyran-
2-yloxy]-9-ethyl-2,3,3a,5a,5b, 6,9,10,11,12,13,14,16a,16b-

tetradecahydro-4,14-dimethyl-1H-as-indaceno[3,2-
d]oxacyclododecine-7,15-dione 

Radiant SC 16.1 22836 6.04 10-7 

Streptomycin 
sulfate 

5-(2,4-diguanidino-3,5,6-trihydroxy-cyclohexoxy)-4-[4,5-
dihydroxy-6-(hydroxymethyl)-3-methylamino-
tetrahydropyran-2-yl]oxy-3-hydroxy-2-methyl-

tetrahydrofuran-3-carbaldehyde 

Streptomycin 17 18 d 10 c 1.00 10-20 c 

Thiacloprid 
(Z)-3-(6-chloro-3-pyridylmethyl)-1,3-thiazolidin-2-

ylidenecyanamide 
Calypso 480 SC 15.5 359 d 1.68 10-13 

Thifensulfuron-
methyl 

methyl 3-(4-methoxy-6-methyl-1,3,5-triazin-2-
ylcarbamoylsulfamoyl) thiophene-2-carboxylate 

Pinnacle SG 4 28.3 2.30 10-8 

continued on next page
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Table 14. (continued) 

Active 
ingredient (AI) 

IUPAC name 
Commercial 

namea 

Half-
life 
(d)b 

Koc 
(mL/g) 

Henry 
constant at 
20°C (-) 

Tribenuron-
methyl 

methyl 2-[4-methoxy-6-methyl-1,3,5-triazin-2-yl(methyl) 
carbamoylsulfamoyl]benzoate 

MPower R 
(contains also 
thifensulfuron-

methyl) 

14 35 4.21 10-12 

aThis list is not exhaustive and is for information purposes only.  
bValue for aerobic soil (University of Hertfordshire, 2013). Used for all states (solid, liquid, gas). 
cFrom a qualitative description of the properties in SAgE pesticides (2014). 
dFrom the exact value given in SAgE pesticides (2014). 
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Appendix	B.	Risk	of	apple	scab	infection	

Table 15. Number of leaves (sum of cluster and terminal shoots) as a function of temperature (from Carisse 
and Jobin, 2006). 

Number 
of 

leaves 

Base 5 °C degree 
days since April 1 

(standard 
method) 

Number
of 

leaves 

Base 5 °C degree 
days since April 1 

(standard 
method) 

Number 
of 

leaves 

Base 5 °C degree 
days since April 1 

(standard 
method) 

1 96 10 166 19 386 
2 110 11 178 20 430 
3 120 12 184 21 478 
4 120 13 206 22 534 
5 130 14 230 23 598 
6 133 15 254 24 674 
7 140 16 282 25 766 
8 148 17 314 26 882 
9 154 18 348 27 1033 

 

Table 16. Number of hours of leaf wetness required to create a risk of infection as a function of mean 
temperature during leaf wetness (from Stensvand et al., 1997; Carisse and Jobin, 2006). A risk of infection 
exists if the number of hours required is less than or equal to the estimated number of hours of leaf wetness.* 

Mean 
temperature 
during leaf 

wetness (°C) 

Number 
of hours 
of leaf 

wetness 
required 

Mean 
temperature 
during leaf 

wetness (°C) 

Number 
of hours 
of leaf 

wetness 
required 

Mean 
temperature 
during leaf 

wetness (°C) 

Number 
of hours 
of leaf 

wetness 
required 

4 and - > 24 12 8 20 6 
5 21 13 8 21 6 
6 18 14 7 22 6 
7 15 15 7 23 6 
8 13 16 6 24 6 
9 12 17 6 25 8 
10 11 18 6 26 and + 11 
11 9 19 6   

*If the rainfall amount for the given day is less than 1 mm, the infection risk is assumed to be nil. If the rainfall 

amount for the given day is over 5 mm, it is assumed that the leaves are wet during the day. If the rainfall amount 
for the given day is between 1 and 5 mm, the dew point temperature Tr (in °C) is established approximately as 
follows (Lawrence, 2005): 

min

100
T

b
T s

r 





     (2) 

where Tmin = minimum temperature (°C) for the given day; 
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ρs = relative humidity at which dew will form (set at 90%, as suggested by the Ontario Ministry of Agriculture, Food 
and Rural Affairs; OMAFRA, 2011); 

b =
 2min 15.273

100

TR

L
; 

L = enthalpy of vaporization of water (equal to approximately 2.5 x 106 J/kg); 

R = gas constant for water vapour = 461.5 J/(kg x K). 

If Tr is higher than the maximum temperature (°C) for the given day (Tmax), the leaves are wet during the entire day. 
Otherwise, the duration of leaf wetness is determined by assuming that the temperature follows a sine function: 



































 

2

1
arcsin

24


A

TT moyr

     (3) 

where Tmoy = 
2

maxmin TT 
 et A = 

2
minmax TT 

. 
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Appendix	C.	Fire	blight	infection	risk	

Table 17. Risk value for fire blight infection for a given day as a function of the maximum temperature. The 
values come from the model CougarBlight 2010 (Smith, 2010). For the northeast of North America, infection 
risk is considered high if the sum of the four previous days is greater than 100 (scenario 2; Smith, 2010). 

Maximum 
temperature 

(°C) 

Risk 
value 

Maximum 
temperature 

(°C) 

Risk 
value 

Maximum 
temperature 

(°C) 

Risk 
value 

9.5 et - 0 19.5 11.1 29.5 390 
10.0 0.1 20.0 14 30.0 410 
10.5 0.15 20.5 20 30.5 425 
11.0 0.2 21.0 28 31.0 435 
11.5 0.3 21.5 37 31.5 440 
12.0 0.5 22.0 43 32.0 470 
12.5 0.7 22.5 52 32.5 490 
13.0 1.1 23.0 61 33.0 508 
13.5 1.4 23.5 70 33.5 525 
14.0 1.7 24.0 76 34.0 535 
14.5 2.0 24.5 92 34.5 540 
15.0 2.8 25.0 111 35.0 535 
15.5 3.0 25.5 135 35.5 450 
16.0 3.3 26.0 160 36.0 310 
16.5 3.8 26.5 194 36.5 120 
17.0 4.6 27.0 228 37.0 60 
17.5 5.5 27.5 260 37.5 30 
18.0 6.5 28.0 295 38.0 15 
18.5 7.3 28.5 330 38.5 5 
19.0 8.2 29.0 360 39.0 et + 0 
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Appendix	D.	Sites	properties	

Table 18. Properties of the sites studied. 

no  Crop(s) 
Latitude 

(°) 
Longitude 

(°) 
Altitude 

(m) 
Area 
(ha) 

Average 
slope 
(%) 

Average 
curve 

numbera 

Organic 
carbon 
(%)b 

Field 
capacity 

(%)b 

Bulk 
density 
(g/cm3)b 

1 corn/soybean 46.00 -73.50 50 26.01 1.5 62 2.6 41 1.20 
2 wheat 45.80 -73.75 50 9.4 1.5 62 2.6 41 1.20 
3 wheat 46.87 -72.40 150 12.57 1.5 81 45.4 50 0.20 
4 corn/soybean 46.40 -72.85 50 21.17 14.0 81 3.8 33 1.30 
5 corn/soybean 45.15 -74.00 50 5.78 1.5 81 2.2 34 1.35 
6 wheat 45.225 -73.505 50 6.13 1.3 81 2.6 30 1.40 
7 corn/soybean 45.80 -73.00 25 8.55 1.5 62 1.8 26 1.35 
8 wheat 45.60 -72.95 25 5.71 1.4 62 4.9 39 1.15 
9 corn/soybean 46.20 -72.50 50 39.04 1.5 81 4.1 31 1.50 
10 wheat 46.15 -72.355 75 12.41 2.0 62 1.8 26 1.35 
11 corn/soybean 45.225 -71.85 250 24.21 6.9 81 8.2 26 1.30 
12 wheat 45.14 -71.75 450 3.18 8.0 81 8.2 26 1.30 
13 corn/soybean 46.52 -71.62 120 9.8 1.5 73 6.8 36 1.35 
14 wheat 46.00 -70.78 400 16.03 3.6 81 15.7 33 1.25 
15 corn/soybean 46.93 -70.93 75 4.64 1.5 73 0.6 27 1.25 
16 wheat 46.96 -71.05 75 4.35 4.6 62 0.6 8 1.60 
17 wheat/corn/soybean 47.43 -70.50 5 16.03 1.5 73 2.0 36 1.25 
18 corn/soybean 48.40 -71.88 150 8.66 1.5 73 11.8 37 1.30 
19 wheat 48.90 -72.54 150 18.6 1.5 81 2.8 33 1.25 

        

continued on next page
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Table 18. (continued)          

no  Crop(s) 
Latitude 

(°) 
Longitude 

(°) 
Altitude 

(m) 
Area 
(ha) 

Average 
slope 
(%) 

Average 
curve 

numbera 

Organic 
carbon 
(%)b 

Field 
capacity 

(%)b 

Bulk 
density 
(g/cm3)b 

20 apple 45.565 -73.99 75 4.71 3.1 73 2.6 38 1.15 
21 apple 45.02 -73.62 100 2.36 1.3 62 6.8 21 1.20 
22 apple 45.275 -74.11 50 13.96 1.4 62 2.6 41 1.20 
23 apple 45.445 -73.06 75 2.18 5.1 62 4.6 21 1.35 
24 apple 45.395 -72.835 100 2.47 1.4 81 9.8 21 1.30 
25 apple 45.166 -72.275 275 3.19 9.4 81 3.1 25 1.35 
26 apple 46.96 -70.96 100 7.49 4.1 73 0.6 27 1.25 
27 apple 45.503 -74.005 50 0.94 8.0 62 2.7 25 1.30 
28 apple 45.652 -74.03 75 1.39 1.5 62 3.9 29 1.30 

 aEstimated from the values in Suarez (2005) for each hydraulic soil group (A, B, C or D). Hydraulic soil groups are defined according to the saturated hydraulic 

conductivity (Appendix E). 
bValue for the upper soil layer. 
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Appendix	E.	PRZM	parameters	

Table 19. Definition of the most important PRZM parameters with their selected statistical distribution. Selection of emergence, maturation and 
harvest dates is described in Section 4.2 and is not shown in the table. 

Parameter 
(associated 

process) 
Definition 

Value/ 
Distribution* 

Description/Justification 

AFIELD 
(erosion) 

Field capacity (ha) FADQ data 
AFIELD is used with the HL parameter to calculate erosion. AFIELD 
is fixed, but HL varies randomly. 

AMXDR 
(crop growth) 

Maximum active 
rooting depth of crops 
(cm) 

N(x; σ) 
The values of x and σ are selected so that the interval x ± 3σ covers 
the possible values for AMXDR for a given crop (Suarez, 2005; 
Table 5.9). 

APPEFF 
(pesticides 
application) 

Application efficiency 1 No losses are considered during the application. 

BD 
(soil properties) 

Bulk density for each 
soil layer (g/cm3) 

XBD –  
(1/6) ZTHEFC 

XBD = bulk density for the soil at the given site (AAFC, 2010); the 1/6 
value is an approximation of the inter-layer variability estimated from 
the whole soil database (AAFC, 2010); and 
ZTHEFC = (THEFC – XTHEFC)/0.065 (see THEFC parameter). 
For a given realization, the same pseudo-random value (Appendix F) 
is used for BD and THEFC, since they are strongly (negatively) 
correlated. 

BIOFLG 
(pesticide 
chemistry) 

Biodegradation flag 0 
Biodegradation is implicitly accounted for in the decay rates, but is 
not simulated directly. 

CAM 
(pesticides 
application) 

Chemical application 
model flag 

CAM = 9, 
except for 

incorporation 
(CAM = 5) 

CAM = 9: Foliar application, linear extraction by the crop foliage 
based on the degree of crop canopy development, chemical not 
intercepted by the foliage incorporated to the user-defined depth 
DEPI.  
CAM = 5: Soil incorporation, linearly increasing to a user-defined 
depth DEPI. 

   continued on next page
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Table 19. (continued)   
Parameter 
(associated 

process) 
Definition 

Value/ 
Distribution* 

Description/Justification 

CINTCP 
(crop growth) 

Maximum interception 
storage of the crop (cm) 

N(x; σ) 
The values of x and σ are selected so that the interval x ± 3σ covers 
the possible values for CINTCP for a given crop (Suarez, 2005; Table 
5.4). 

CN 
(hydrology) 

Runoff curve number 
(average antecedent 
moisture condition) 

N(x; σ) 
max = 99 

For the hydraulic soil group A: x = 62 et σ = 5; for the hydraulic soil 
group B: x = 73 et σ = 5; for the hydraulic soil group C: x = 81 et σ = 
3.5; and for the hydraulic soil group D: x = 85 et σ = 3. Hydraulic soil 
group are defined form the smallest saturated hydraulic conductivity 
value in the first 100 cm of soil (USDA, 2004). The values of x and σ 
are selected so that the interval x ± 3σ covers the possible values for 
CN for a given hydraulic soil group (Suarez, 2005; Table 5.10). The 
value for CN is diminished of 2 et 4% for reduced tillage and no till, 
respectively. 

CORED  
(soil properties) 

Total depth of the soil 
core (cm) 

X X = value in the soil database for the given site (AAFC, 2010). 

COVMAX 
(crop growth) 

Maximum areal crop 
coverage (%) 

N(90,3) 
max = 99 

PRZM user manual (Suarez, 2005) suggests values between 80 and 
100 %. 

DAIR  
(pesticides 
chemistry) 

Vapor phase diffusion 
coefficient (cm2/day) 

4300 
Suggested value in the PRZM user manual (Suarez, 2005). Assumed 
identical for all active ingredients. 

DEPI 
(pesticides 
application) 

Depth of pesticide 
incorporation (cm) 

N(4,1) 
min = 1 

The default value is 4 cm. Standard deviation was defined so that µ - 
3σ = 1 cm. 

DGRATE 
(pesticides 
chemistry) 

Vapor phase 
degradation rate 
constant (day-1) 

ln(2)/X X = Half-life of the active ingredient (Appendix A). 

   
continued on next page
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Table 19. (continued)   
Parameter 
(associated 

process) 
Definition 

Value/ 
Distribution* 

Description/Justification 

DISP 
(pesticides 
chemistry/  

soil properties) 

Hydrodynamic 
dispersion coefficient 
for each pesticide and 
each soil layer. 

0 
Pesticide diffusion is accounted for, but hydrodynamic dispersion is 
not explicitly simulated. 

DKFLG2 
(pesticides 
chemistry) 

Bi-phase degradation 
flag 

0 Bi-phase degradation not simulated. 

DPN 
(programmation

parameter) 

Thickness of the 
compartments in the 
soil layer (cm) 

first layer: 
between 0.1 and 

0.5; 
other layers: 

between 1 and 
5; depend on 
soil thickness 

Suggested in the PRZM user manual (Suarez, 2005). 

DRFT 
(pesticides 
application) 

Spray drift fraction 0 Spray drift not simulated. 

DSRATE 
(pesticides 
chemistry) 

Absorbed phase 
degradation rate 
constant (day-1) 

ln(2)/X X = Half-life of the active ingredient (Appendix A). 

DWRATE 
(pesticides 
chemistry) 

Solution phase 
degradation rate 
constant (day-1) 

ln(2)/X X = Half-life of the active ingredient (Appendix A). 

ENPY 
(pesticides 
chemistry) 

Enthalpy of 
vaporization 
(kcal/mole) 

20 
Suggested value in the PRZM user manual (Suarez, 2005). Assumed 
identical for all active ingredients. 
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Table 19. (continued)   
Parameter 
(associated 

process) 
Definition 

Value/ 
Distribution* 

Description/Justification 

ERFLAG 
(erosion) 

Erosion model flag UD(2, 3, 4) 
The three available models are used PRZM (2 = MUSLE, 3 = MUST, 
4 = MUSS). 

FEXTRC 
(pesticides 
chemistry) 

Foliar washoff 
extraction coefficient. 
(per cm of rain) 

N(0.3; 0.07) 
min = 0.01 

The values of x (0.3) and σ (0.07) are selected so that the interval x ± 
3σ covers the interval (0.1, 0.5). The values 0.1 and 0.5 are suggested 
in the PRZM user manual (Suarez, 2005) and in the European project 
FOOTPRINT (2008), respectively. 

HENRYK 
(pesticides 
chemistry) 

Henry's constant of the 
pesticide (-) 

X 

X = Henry's constant at 20°C of the active ingredient (Appendix A). 
Note that volatilisation simulated by PRZM is negligible when X < 
10-4 (Farenhorst et al., 2009). This is the case for all active ingredients 
used, except phosmet (Appendix A). 

HL 
(erosion) 

Hydraulic length (m) U(a,b) 
The a and b values are respectively the smallest and the largest 
distances estimated with ArcGIS allowing to cross the given site. For 
example, if the site is rectangular, a and b are the length of the sides. 

HTMAX  
(crop growth) 

Maximum canopy 
height of the crop at 
maturation (cm) 

N(x; σ) 
The values of x and σ are selected so that the interval x ± 3σ covers 
the possible values for HTMAX for a given crop (Suarez, 2005; Table 
5.16). For apple, x = 400 and σ = 30. 

IPSCND 
(pesticides 
application) 

Disposition of foliar 
pesticide after harvest 

= 2 for 
conventional 

tillage, 
= 3 otherwise 

For conventional tillage, it is assumed that almost all residues are 
removed after harvest (IPSCND = 2). In reduced tillage or no till, it is 
assumed that leaves remain on the field (IPSCND = 3). 

IREG 
(erosion) 

SCS rainfall 
distribution region flag 
(for time period May 1 
to September 15) 

= 2, 3 or 4 with 
probability ¼, ½ 

and ¼ 
respectively 

A unique value is provided for each region in the United-States 
(Suarez, 2005; Figure 5.8). For the major part of the US, except the 
coastal areas, SCS type II rainfall (IREG = 3) are suggested, This 
explains why IREG = 3 is selected more often. However, due to the 
high temporal variability of summer rainfall, SCS rainfall of types IA 
(IREG = 2; US west coast) and III (IREG = 4; US east coast) are also 
considered. 

   continued on next page
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Table 19. (continued)   
Parameter 
(associated 

process) 
Definition 

Value/ 
Distribution* 

Description/Justification 

IRFLAG 
(hydrology) 

Irrigation simulation 
flag 

0 Irrigation is not considered. 

ITFLAG  
(soil properties) 

Soil temperature 
simulation flag 

0 Soil temperature is not simulated. 

KD 
(pesticides 
chemistry/  

soil properties) 

Pesticide soil-water 
distribution coefficient 
for each soil layer 
(cm3/g) 

Koc · OC 
The variable Koc is water/organic carbon partitioning coefficient of 
the pesticide (Appendix A) and OC is the fraction of soil organic 
carbon. 

MNGN 
(erosion) 

Manning’s roughness 
coefficient 

N(x; σ) 

For apple, x = 0.24 et σ = 0.02 to cover the suggested values for dense 
grass (Suarez, 2005; Table 5.46). For other crops, from the middle of 
the growth season to harvest, x = 0.17 et σ = 0.02; otherwise, x and σ 
are selected so that the interval covers the possible values for MNGN 
given a type of tillage and the amount of residues (depending on crop) 
(Suarez, 2005; Table 5.46). 

NHORIZ 
(soil properties) 

Total number of soil 
layers 

X X = value in the soil database for the given site (AAFC, 2010). 

OC 
(soil properties) 

Soil organic carbon for 
each soil layer (%) 

N(XOC +  
3 · 0.3 · ZTHEFC ; 
3 · (1 – 0.32)½ ) 

min = 0.1 
max = 99 

XOC = Percent of soil organic for the soil at the given site (AAFC, 
2010). The values 3 et 0.3 are estimations of the inter-layer variability 
for OC and of the correlation between OC and THEFC, respectively. 
The estimations were made from the whole soil database (AAFC, 
2010). 
ZTHEFC = (THEFC – XTHEFC)/0.065 (see THEFC parameter). 

PLDKRT 
(pesticides 
chemistry) 

Foliage pesticide first-
order decay rate (day-1) 

ln(2)/X X = Half-life of the active ingredients (Appendix A). 
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Table 19. (continued)   
Parameter 
(associated 

process) 
Definition 

Value/ 
Distribution* 

Description/Justification 

PLVKRT 
(pesticides 
chemistry) 

Foliage pesticide first-
order volatilization rate 
(day-1) 

0 Volatilization is implicitely account for in PLDKRT. 

SFAC 
(hydrology) 

Daily snowmelt factor 
(cm/°C) 

N(0.5; 0.1) 
min = 0.1 

The values of x (0.5) and σ (0.1) are selected so that the interval x ± 
3σ covers the possible values for SFAC in open areas (Suarez, 2005; 
Table 5.1). 

SLP  
(erosion) 

Slope (%) U(a,b) 
The a and b values are respectively the smallest and the largest slope 
values calculated at the pixel scale with ArcGIS on a given site. 

TAPP 
(pesticides 
application) 

Target application rate 
for pesticide (kg/ha) 

U(a,b) 
The a and b values are respectively the smallest and the largest values 
suggested in SAgE pesticides (2014). Detailed in Section 4.2.2. 

THEFC 
(soil properties) 

Field capacity for each 
soil layer (cm3 water / 
cm3 soil) 

N(XTHEFC; 
0.065) 

min = 0.01 
max = 0.99 

XTHEFC = field capacity for the soil at the given site (AAFC, 2010); 
the 0.065 value is an approximation of the inter-layer variability 
estimated from the whole soil database (AAFC, 2010). 

THETO 
(soil properties) 

Initial water content of 
each soil layer (cm3 
water / cm3 soil) 

THEFC 
Simulations start in January; we assumed that field capacity is 
reached. The impact of this parameter is relatively small. 

THEWP 
(soil properties) 

Wilting point for each 
soil layer (cm3 water / 
cm3 soil) 

XTHEWP +  
0.045 ZTHEFC 
min = 0.01 
max = 0.99 

XTHEWP = wilting point for the soil at the given site (AAFC, 2010); the 
0.045 value is an approximation of the inter-layer variability 
estimated from the whole soil database (AAFC, 2010); and 
ZTHEFC = (THEFC – XTHEFC)/0.065 (see THEFC parameter). 
For a given realization, the same pseudo-random value (Appendix F) 
is used for THEWP and THEFC, since they are strongly (positively) 
correlated. 

THKNS 
(soil properties) 

Thickness of each soil 
layer (cm) 

X X = value in the soil database for the given site (AAFC, 2010). 
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Table 19. (continued)   
Parameter 
(associated 

process) 
Definition 

Value/ 
Distribution* 

Description/Justification 

UPTKF  
(crop growth) 

Plant uptake efficiency 
factor (fraction of 
transpiration x 
dissolved phase 
concentration) 

U(0,1) 
Uncertainty is high for this parameter; the suggested values in the 
PRZM user manual (Suarez, 2005) cover almost entirely the (0,1)-
interval. 

USLEC 
(erosion) 

Universal soil loss 
cover management 
factor (C-factor) 

N(x; σ) 
x = suggested value from Table C-3b of Wall et al. (2002) depending 
on crop and tillage; σ = mean difference between tillage types for a 
given crop. 

USLEK 
(erosion) 

Universal soil loss 
equation of soil 
erodibility (K-factor) 

N(x; 0.04) 
min = 0.02 

x = suggested value in the PRZM user manual (Suarez, 2005; Table 
5.3) depending on soil texture and organic matter of the first soil 
layer; σ = mean difference between organic matter threshold for a 
given soil texture. 

USLELS 
(erosion) 

universal soil loss 
equation topographic 
factor (LS-factor) 

 
 

m
H

p

p






























13.22

065.0

sin56.4

sin41.65 2

 

Equation given in Wall et al. (2002) with H = hydraulic length (HL, 
in m), p = slope (SLP, in radian) and m = 0.2 if the slope is < 1%, m = 
0.3 if the slope is between 1 and 3%, m = 0.4 if the slope is between 3 
and 5% and m = 0.5 if the slope is > 5%. No random term is added for 
USLELS, but its parameters (slope, hydraulic length) vary randomly. 

USLEP 
(erosion) 

Universal soil loss 
equation practice factor 
(P-factor) 

1 
Conservation practices accounted for by the USLEP parameter were 
not simulated. 

*Distributions : N(µ; σ) : Normal with expected value µ and standard deviation σ; U(a,b) : Uniform between a and b; UD(Ω) : Discrete uniform on the set Ω. 
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Appendix	F.	Pseudo‐random	values	used	in	the	stochastic	model	

Table 20. Pseudo-random values u from a (0,1)-uniform distribution used to select parameter values for each realization. Parameters « crop_days » and 
« appl_days » defined days linked to crop growth (planting and harvest; Section 4.2.1) and to pesticide applications (Section 4.2.2), respectively. The 
other parameters and their distribution are described in Appendix E. 
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1 1.00 0.61 1.00 0.49 0.03 0.27 0.63 0.56 0.69 0.84 0.33 0.09 0.33 0.23 0.22 0.94 0.05 0.02 1.00 0.61 1.00 0.49 

2 0.22 0.04 0.27 0.11 0.07 0.49 0.40 0.81 0.91 0.32 0.96 0.57 0.11 0.39 0.03 0.79 0.48 0.42 0.22 0.04 0.27 0.11 

3 0.98 0.56 0.50 0.54 0.95 0.61 0.01 0.95 0.59 0.29 0.56 0.19 0.69 0.12 0.39 0.91 0.21 0.10 0.98 0.56 0.50 0.54 

4 0.08 0.06 0.48 0.13 0.51 0.55 0.97 0.94 0.08 0.13 0.88 0.82 0.99 0.69 1.00 0.60 0.34 0.19 0.08 0.06 0.48 0.13 

5 0.78 0.55 0.79 0.51 0.40 0.25 0.74 0.79 0.71 0.89 0.44 0.46 0.26 0.61 0.87 0.15 0.61 0.66 0.78 0.55 0.79 0.51 

6 0.19 0.15 0.39 0.31 0.87 0.45 0.16 0.58 0.53 0.01 0.91 0.39 0.56 0.73 0.14 0.95 0.83 0.11 0.19 0.15 0.39 0.31 

7 0.87 0.28 0.68 0.39 0.59 0.34 0.66 0.68 0.13 0.19 0.51 0.98 0.32 0.30 0.71 0.33 0.32 0.28 0.87 0.28 0.68 0.39 

8 0.91 0.73 0.11 0.27 0.37 0.09 0.20 0.08 0.04 0.94 0.39 0.29 0.16 0.20 0.02 0.68 0.04 0.81 0.91 0.73 0.11 0.27 

9 0.88 0.91 0.95 0.37 0.68 0.19 0.90 0.79 0.75 0.37 0.48 0.35 0.71 0.86 0.40 0.31 0.22 0.90 0.88 0.91 0.95 0.37 

10 0.22 0.71 0.06 0.74 0.71 0.87 0.63 0.04 0.94 0.33 0.75 0.16 0.84 0.35 0.61 0.13 0.84 0.75 0.22 0.71 0.06 0.74 

11 0.79 0.91 0.93 0.02 0.98 0.04 0.16 0.22 0.34 0.92 0.41 0.32 0.26 0.20 0.73 0.85 0.71 0.91 0.79 0.91 0.93 0.02 

12 0.12 0.01 0.58 0.68 0.30 0.15 0.54 0.73 0.25 0.97 0.45 0.86 0.07 0.06 0.62 0.18 0.40 0.56 0.12 0.01 0.58 0.68 

13 0.90 0.92 0.88 0.58 0.99 0.52 0.52 0.64 0.60 0.95 0.51 0.74 0.37 0.71 0.19 0.60 0.77 0.04 0.90 0.92 0.88 0.58 

14 0.52 0.44 0.27 0.00 0.58 0.12 0.89 0.29 0.13 0.39 0.91 0.54 0.83 0.47 0.80 0.93 0.69 0.74 0.52 0.44 0.27 0.00 

15 0.21 0.52 0.02 0.30 0.74 0.17 0.04 0.63 0.53 0.55 0.64 0.99 0.32 0.82 0.38 0.50 0.56 0.17 0.21 0.52 0.02 0.30 

16 0.18 0.42 0.85 0.01 0.67 0.59 0.85 0.99 0.85 0.19 0.47 0.89 0.98 0.70 0.49 0.53 0.90 0.60 0.18 0.42 0.85 0.01 

17 0.07 0.84 0.02 0.62 0.37 0.24 0.06 0.17 0.96 0.38 0.84 0.13 0.10 0.49 0.10 0.29 0.84 0.14 0.07 0.84 0.02 0.62 

18 0.67 0.26 0.87 0.17 0.60 0.05 0.15 0.24 0.74 0.19 0.98 0.18 0.33 0.52 0.60 0.36 0.21 0.05 0.67 0.26 0.87 0.17 

19 0.91 0.05 0.37 0.31 0.83 0.09 0.58 0.58 0.38 0.99 0.44 0.37 0.00 0.65 0.27 0.12 0.74 0.09 0.91 0.05 0.37 0.31 

20 0.10 0.40 0.23 0.58 0.73 0.28 0.82 0.69 0.49 0.92 0.43 0.71 0.08 0.27 0.90 0.85 0.41 0.83 0.10 0.40 0.23 0.58 
continued on next page 
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Table 20. (continued) 
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21 0.71 0.99 0.03 0.52 0.29 0.61 0.29 0.71 0.82 0.24 0.09 0.92 0.75 0.93 0.05 0.19 0.16 0.32 0.71 0.99 0.03 0.52 

22 0.02 0.31 0.36 0.84 0.12 0.51 0.21 0.99 0.42 0.19 0.96 0.99 0.66 0.33 0.06 0.23 0.67 0.95 0.02 0.31 0.36 0.84 

23 0.16 0.13 0.27 0.10 0.28 0.70 0.98 0.40 0.29 0.15 0.07 0.50 0.78 0.20 0.03 0.57 0.10 0.42 0.16 0.13 0.27 0.10 

24 0.51 0.89 0.55 0.30 0.68 0.72 0.40 0.43 0.56 0.14 0.27 0.26 0.43 0.09 0.34 0.94 0.77 0.32 0.51 0.89 0.55 0.30 

25 0.78 0.23 0.40 0.16 0.22 0.94 0.10 0.41 0.70 0.44 0.27 0.99 0.74 0.97 0.49 0.43 0.17 0.46 0.78 0.23 0.40 0.16 

26 0.47 0.54 0.31 0.79 0.36 0.91 0.64 0.81 0.29 0.77 0.62 0.18 0.61 0.48 0.93 0.78 0.07 0.95 0.47 0.54 0.31 0.79 

27 0.79 0.83 0.85 0.49 0.52 0.99 0.64 0.08 0.58 0.16 0.82 0.00 0.15 0.30 0.90 0.89 0.53 0.20 0.79 0.83 0.85 0.49 

28 0.57 0.53 0.40 0.64 0.38 0.99 0.65 0.53 0.75 0.88 0.12 0.06 0.98 0.46 0.85 0.60 0.77 0.68 0.57 0.53 0.40 0.64 

29 0.88 0.45 0.04 0.45 0.73 0.02 0.71 0.80 0.69 0.14 0.64 0.54 0.04 0.63 0.83 0.26 0.95 0.35 0.88 0.45 0.04 0.45 

30 0.31 0.48 0.82 0.04 0.29 0.05 0.99 0.31 0.32 0.18 0.99 0.56 0.72 0.19 0.90 0.87 1.00 0.67 0.31 0.48 0.82 0.04 

31 0.28 0.66 0.96 0.06 0.31 0.20 0.37 0.62 0.42 0.72 0.13 0.64 0.46 0.60 0.70 0.60 0.63 0.18 0.28 0.66 0.96 0.06 

32 0.62 0.94 0.67 0.63 0.13 0.95 0.12 0.97 0.39 0.98 0.85 0.13 0.50 0.36 0.66 0.96 0.99 0.42 0.62 0.94 0.67 0.63 

33 0.32 0.85 0.52 0.17 0.25 0.10 0.55 0.46 0.67 0.65 0.44 0.77 0.00 0.22 0.97 0.04 0.39 0.39 0.32 0.85 0.52 0.17 

34 0.06 0.86 0.10 0.80 0.71 0.36 0.71 0.48 0.37 0.46 0.24 0.60 0.76 0.98 0.39 0.10 0.90 0.57 0.06 0.86 0.10 0.80 

35 0.73 0.58 0.47 0.26 0.02 0.00 0.15 0.39 0.76 0.27 0.49 0.69 0.11 0.69 0.88 0.70 0.15 0.08 0.73 0.58 0.47 0.26 

36 0.29 0.62 0.65 0.63 0.42 0.51 0.70 0.89 0.17 0.05 0.07 0.69 0.53 0.99 0.10 0.70 0.85 0.32 0.29 0.62 0.65 0.63 

37 0.43 0.10 0.05 0.25 0.71 0.15 0.64 0.36 0.31 0.48 0.73 0.61 0.34 0.12 0.67 0.27 0.93 0.37 0.43 0.10 0.05 0.25 

38 0.29 0.64 0.90 0.80 0.30 0.76 0.82 0.97 0.66 0.25 0.58 0.67 0.64 0.18 0.66 0.46 0.05 0.04 0.29 0.64 0.90 0.80 

39 0.54 0.44 0.13 0.72 0.13 0.71 0.52 0.31 0.95 0.18 0.94 0.93 0.09 0.67 0.67 0.35 0.35 0.74 0.54 0.44 0.13 0.72 

40 0.91 0.30 0.12 0.64 0.13 0.19 0.46 0.39 0.34 0.91 0.46 0.93 0.49 0.97 0.64 0.04 0.06 0.03 0.91 0.30 0.12 0.64 
continued on next page 
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Table 20. (continued) 
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41 0.83 0.69 0.38 0.60 0.32 0.02 0.65 0.46 0.66 0.67 0.56 0.14 0.25 0.29 0.08 0.00 0.75 0.18 0.83 0.69 0.38 0.60 

42 0.70 0.48 0.06 0.59 0.27 0.92 0.24 0.57 0.38 0.12 0.89 0.07 0.07 0.54 0.87 0.23 0.67 0.17 0.70 0.48 0.06 0.59 

43 0.15 0.44 0.51 0.33 0.17 0.99 0.86 0.58 0.82 0.78 0.45 0.70 0.07 0.97 0.46 0.70 0.90 0.42 0.15 0.44 0.51 0.33 

44 0.58 0.20 0.37 0.76 0.34 0.29 0.59 0.04 0.66 0.65 0.46 0.66 0.96 0.94 0.51 0.77 0.21 0.16 0.58 0.20 0.37 0.76 

45 0.11 0.84 0.67 0.16 0.46 0.80 0.74 0.41 0.59 0.06 0.57 0.07 0.61 0.40 0.82 0.63 0.43 0.07 0.11 0.84 0.67 0.16 

46 0.21 0.36 0.10 0.37 0.61 0.40 0.40 0.91 0.80 0.76 0.27 0.17 0.35 0.51 0.34 0.88 0.29 0.33 0.21 0.36 0.10 0.37 

47 1.00 0.99 0.18 0.77 0.49 0.67 0.07 0.16 0.37 0.48 0.08 0.20 0.30 0.79 0.28 0.17 0.88 0.84 1.00 0.99 0.18 0.77 

48 0.33 0.57 0.20 0.78 0.47 0.78 0.99 0.50 0.18 0.86 0.29 0.28 0.77 0.65 0.21 0.51 0.99 0.52 0.33 0.57 0.20 0.78 

49 0.40 0.89 0.12 0.93 0.11 0.38 0.57 0.21 0.02 0.35 0.90 0.03 0.02 0.74 0.52 0.25 0.81 0.45 0.40 0.89 0.12 0.93 

50 0.31 0.95 0.30 0.62 0.89 0.19 0.20 0.65 0.18 0.36 0.08 0.12 0.07 0.31 0.87 0.78 0.08 0.87 0.31 0.95 0.30 0.62 

51 0.03 0.25 0.23 0.45 0.00 0.94 0.55 0.04 0.89 0.70 0.24 0.23 0.09 0.80 0.20 0.82 0.62 0.67 0.03 0.25 0.23 0.45 

52 1.00 0.39 0.09 0.56 0.86 0.08 0.42 0.87 0.40 0.33 0.01 0.34 0.69 0.51 0.56 0.11 0.65 0.92 1.00 0.39 0.09 0.56 

53 0.19 0.01 0.15 0.89 0.67 0.72 0.50 0.85 0.62 0.19 0.48 0.16 0.33 0.56 0.42 0.43 0.56 0.93 0.19 0.01 0.15 0.89 

54 0.71 0.03 0.30 0.04 0.05 0.21 0.88 0.56 0.81 0.27 0.86 0.70 0.19 0.78 0.14 0.58 0.06 0.87 0.71 0.03 0.30 0.04 

55 0.72 0.92 0.51 0.81 0.61 0.89 0.12 0.10 0.79 0.71 0.20 0.44 0.81 0.58 0.36 0.03 0.96 0.97 0.72 0.92 0.51 0.81 

56 0.77 0.11 0.73 0.22 0.57 0.81 0.95 0.23 0.09 0.21 0.25 0.05 0.20 0.44 0.30 0.43 0.68 0.04 0.77 0.11 0.73 0.22 

57 0.67 0.82 0.23 0.25 0.68 0.34 0.52 0.75 0.16 0.45 0.05 0.87 0.19 0.57 0.02 0.98 0.63 0.13 0.67 0.82 0.23 0.25 

58 0.62 0.18 0.93 0.92 0.78 0.33 0.20 0.05 0.32 0.59 0.12 0.61 0.69 0.69 0.30 0.98 0.38 0.38 0.62 0.18 0.93 0.92 

59 0.97 0.72 0.60 0.09 0.19 0.35 0.28 0.06 0.05 0.24 0.82 0.03 0.76 0.24 0.30 0.83 0.47 0.39 0.97 0.72 0.60 0.09 

60 0.97 0.06 0.36 0.16 0.13 0.16 0.92 0.65 0.91 0.34 0.51 0.67 0.24 0.49 0.75 0.18 0.80 0.75 0.97 0.06 0.36 0.16 
continued on next page 
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61 0.34 0.16 0.12 0.88 0.10 0.73 0.24 0.34 0.07 0.49 0.49 0.91 0.29 0.72 0.34 0.47 0.19 0.25 0.34 0.16 0.12 0.88 

62 0.84 0.44 0.84 0.15 0.65 0.28 0.49 0.21 0.92 0.07 0.59 0.71 0.77 0.56 0.50 0.57 0.43 0.92 0.84 0.44 0.84 0.15 

63 0.08 0.61 0.62 0.14 0.83 0.38 0.44 0.79 0.93 0.88 0.73 0.60 0.39 0.76 0.21 0.97 0.53 0.24 0.08 0.61 0.62 0.14 

64 0.55 0.48 0.74 0.99 0.37 0.67 0.91 0.86 0.56 0.95 0.35 0.31 0.88 0.53 0.45 0.61 1.00 0.54 0.55 0.48 0.74 0.99 

65 0.06 0.59 0.75 0.75 0.78 0.02 0.12 0.38 0.94 0.38 0.80 0.80 0.19 0.32 0.48 0.30 0.27 0.45 0.06 0.59 0.75 0.75 

66 0.82 0.66 0.30 0.37 0.63 0.56 0.52 0.11 0.62 0.81 0.90 0.38 0.79 0.70 0.76 0.82 0.31 0.28 0.82 0.66 0.30 0.37 

67 0.33 0.27 0.56 0.83 0.69 0.02 0.54 0.58 0.99 0.08 0.29 0.59 0.01 0.44 0.11 0.37 0.95 0.13 0.33 0.27 0.56 0.83 

68 0.97 0.47 0.49 0.29 0.07 0.68 0.66 0.21 0.34 0.96 0.38 0.46 0.22 0.20 0.48 0.76 0.81 0.42 0.97 0.47 0.49 0.29 

69 0.83 0.76 0.02 0.15 0.93 0.33 0.97 0.81 0.71 0.80 0.83 0.65 0.99 0.52 0.16 0.70 0.88 0.61 0.83 0.76 0.02 0.15 

70 0.51 0.76 0.34 0.98 0.81 0.10 0.75 0.90 0.92 0.23 0.95 0.86 0.18 0.81 0.52 0.33 0.93 0.68 0.51 0.76 0.34 0.98 

71 0.32 0.56 0.21 0.14 0.37 0.31 0.10 0.60 0.79 0.54 0.28 0.67 0.15 0.49 0.25 0.65 0.37 0.82 0.32 0.56 0.21 0.14 

72 0.49 0.71 0.57 0.01 0.98 0.45 0.76 0.10 0.35 0.91 0.28 0.87 0.00 0.36 0.31 0.12 0.97 0.96 0.49 0.71 0.57 0.01 

73 0.21 0.95 0.88 0.58 0.76 0.82 0.55 0.10 0.32 0.74 0.80 0.92 0.33 0.07 0.50 0.55 0.26 0.15 0.21 0.95 0.88 0.58 

74 0.34 0.79 0.41 0.88 0.18 0.47 0.83 0.88 0.44 0.83 0.07 0.64 0.74 0.64 0.66 0.66 0.13 0.36 0.34 0.79 0.41 0.88 

75 0.63 0.17 0.79 0.72 0.02 0.17 0.80 0.77 0.51 0.52 0.40 0.56 0.79 0.72 0.41 0.07 0.55 0.95 0.63 0.17 0.79 0.72 

76 0.97 0.82 0.60 0.52 0.73 0.99 0.33 0.46 0.54 0.41 0.63 0.52 0.79 0.22 0.13 0.72 0.84 0.11 0.97 0.82 0.60 0.52 

77 0.67 0.32 0.62 0.29 0.28 0.74 0.90 0.70 0.59 0.52 0.21 0.02 0.11 0.39 0.14 0.02 0.42 1.00 0.67 0.32 0.62 0.29 

78 0.37 0.88 0.29 0.45 0.89 0.12 0.96 0.86 0.86 0.18 0.31 0.31 0.96 0.19 0.02 0.22 0.98 0.44 0.37 0.88 0.29 0.45 

79 0.33 0.17 0.74 0.79 0.55 0.95 0.48 0.75 0.38 0.77 0.76 0.08 0.69 0.47 0.84 0.41 0.93 0.84 0.33 0.17 0.74 0.79 

80 0.14 0.69 0.54 0.06 0.43 0.22 0.34 0.50 0.84 0.96 0.51 0.31 0.35 0.37 0.18 0.98 0.76 0.04 0.14 0.69 0.54 0.06 
continued on next page 
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Table 20. (continued) 
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81 0.95 0.56 0.65 0.37 0.66 0.29 0.20 0.61 0.95 0.27 0.40 0.88 0.88 0.15 0.15 0.46 0.40 0.54 0.95 0.56 0.65 0.37 

82 0.52 0.54 0.19 0.98 0.89 0.90 0.87 0.97 0.15 0.01 0.88 0.39 0.19 0.86 0.54 0.17 0.20 0.10 0.52 0.54 0.19 0.98 

83 0.16 0.75 0.89 0.85 0.58 0.12 0.85 0.73 0.29 0.63 0.29 0.23 0.90 0.83 0.60 0.63 0.91 0.96 0.16 0.75 0.89 0.85 

84 0.86 0.11 0.40 0.39 0.65 0.78 0.01 0.90 0.82 0.88 0.52 0.83 0.34 0.47 0.33 0.11 0.15 0.55 0.86 0.11 0.40 0.39 

85 0.90 0.94 0.91 0.38 0.21 0.48 0.33 0.10 0.77 0.05 0.76 0.20 0.46 0.43 0.34 0.15 0.17 0.18 0.90 0.94 0.91 0.38 

86 0.14 0.33 0.34 0.31 0.42 0.39 0.25 0.95 0.41 0.54 0.59 0.58 0.05 0.01 0.92 0.78 0.14 0.11 0.14 0.33 0.34 0.31 

87 0.94 0.46 0.33 0.13 0.43 0.21 0.72 0.10 0.04 0.29 0.76 0.78 0.10 0.40 0.66 0.29 0.55 0.14 0.94 0.46 0.33 0.13 

88 0.59 0.08 0.07 0.41 0.60 0.98 0.48 0.64 0.03 0.96 0.81 0.51 0.03 0.95 0.52 0.62 0.33 0.54 0.59 0.08 0.07 0.41 

89 0.82 0.46 0.28 0.47 0.01 0.96 0.82 0.95 0.59 0.23 0.13 0.68 0.83 0.90 0.63 0.27 0.36 0.78 0.82 0.46 0.28 0.47 

90 0.07 0.07 0.67 0.48 0.59 0.59 0.47 0.22 0.15 0.94 0.61 0.93 0.66 0.24 0.24 0.99 0.35 0.72 0.07 0.07 0.67 0.48 

91 0.94 0.52 0.41 0.77 0.57 0.01 0.59 0.36 0.95 0.39 0.90 0.64 0.75 0.50 0.28 0.54 0.39 0.11 0.94 0.52 0.41 0.77 

92 0.47 0.03 0.43 0.15 0.69 0.18 0.71 0.21 0.11 0.26 0.24 0.12 0.26 0.73 0.55 0.05 0.31 0.61 0.47 0.03 0.43 0.15 

93 0.57 0.85 0.01 0.22 0.02 0.39 0.33 0.53 0.69 0.48 0.14 0.84 0.45 0.66 0.20 0.36 0.73 0.26 0.57 0.85 0.01 0.22 

94 0.13 0.72 0.64 0.21 0.31 0.01 0.86 0.00 0.27 0.22 0.98 0.87 0.69 0.77 0.11 0.98 0.27 0.47 0.13 0.72 0.64 0.21 

95 0.49 0.69 0.87 0.02 0.69 0.04 0.28 0.82 0.42 0.92 0.08 0.65 0.98 0.32 0.68 0.99 0.27 0.78 0.49 0.69 0.87 0.02 

96 0.16 0.62 0.37 0.60 0.84 0.32 0.20 0.67 0.86 0.09 0.97 0.46 0.22 0.65 0.65 0.02 0.33 0.54 0.16 0.62 0.37 0.60 

97 0.94 0.98 0.62 0.48 0.44 0.93 0.56 0.86 0.35 0.47 0.19 0.47 0.81 0.43 0.98 0.73 0.41 0.94 0.94 0.98 0.62 0.48 

98 0.91 0.37 0.09 0.06 0.99 0.10 0.05 0.21 0.57 0.28 0.77 0.26 0.23 0.58 0.06 0.76 0.44 0.49 0.91 0.37 0.09 0.06 

99 0.14 0.93 0.07 0.70 0.51 0.13 0.13 0.02 0.68 0.13 0.47 0.07 0.33 0.36 0.72 0.82 0.82 0.64 0.14 0.93 0.07 0.70 

100 0.27 0.20 0.52 0.15 0.03 0.92 0.78 0.53 0.74 0.58 0.55 0.83 0.47 0.60 0.38 0.72 0.41 0.14 0.27 0.20 0.52 0.15 
aERFLAG = 2 if u < 1/3, ERFLAG = 3 if u > 1/3 and u < 2/3, and ERFLAG = 4 if u > 2/3. 
bIREG = 3 if u < 1/2, IREG = 2 if u > 1/2 and u < 3/4, and IREG = 4 if u > 3/4. 
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